Quantifying factors that explain the slopes of the temporal Taylor’s law of Hokkaido vole populations
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Abstract
Taylor’s law (TL) describes the relationship between the variance and mean of population density: $\log_{10}(\text{variance}) \approx \log_{10}(a) + b \times \log_{10}(\text{mean})$, $a > 0$. This study analyzed the temporal TL, for which mean and variance are calculated over time, separately for each population in a collection of populations, considering the effects of the parameters of the Gompertz model (a second-order autoregressive time-series model) and the skewness of the density frequency distribution. Time series of 162 populations of the gray-sided vole in Hokkaido, Japan, spanning 23–31 years, satisfied the temporal TL: $\log_{10}(\text{variance}_j) \approx 0.199 + 1.687 / C^2 \log_{10}(\text{mean}_j)$. This model explained 62% of the variation of $\log_{10}(\text{variance}_j)$. An extended model with explanatory variables $\log_{10}(\text{mean}_j)$, the density-dependent coefficient for 1-year lag ($\alpha_{1,j}$), that for 2-year lag ($\alpha_{2,j}$), the density-independent variability ($\sigma^2_j$), and the skewness ($\gamma_j$), explained 93.9% of the $\log_{10}(\text{variance}_j)$ variation. In the extended model, the coefficient of $\log_{10}(\text{mean}_j)$ was 1.949, close to the null value ($b = 2$) of the TL slope. The standardized partial regression coefficients indicated that density-independent effects ($\sigma^2_j$ and $\gamma_j$) dominated density-dependent effects ($\alpha_{1,j}$ and $\alpha_{2,j}$) apart from $\log_{10}(\text{mean}_j)$. The negative correlations observed between $\sigma^2_j$ and $\log_{10}(\text{mean}_j)$, and between $\gamma_j$ and $\log_{10}(\text{mean}_j)$, played an essential role in explaining the difference between the estimated slope of TL ($b = 1.687$) and the null slope ($b = 2$). The effects of those explanatory variables on $\log_{10}(\text{variance}_j)$ were interpreted based on the theory of a second-order autoregressive time-series model.
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1 | INTRODUCTION

Taylor’s law (TL, Taylor, 1961) is an empirical rule describing the relationship between the variance and mean of population density in a set of populations. It has been verified in various ecological systems and many other fields (Taylor, 1986, 2019). TL asserts that the variance is approximately a power-law function of its mean: $\text{variance} \approx a \times (\text{mean})^b$, $a > 0$. It is often represented in the logarithmic form:

$$\log_{10}(\text{variance}) \approx \log_{10}(a) + b \times \log_{10}(\text{mean}).$$

The variance and mean of population density can be calculated temporally and spatially. In the temporal TL,
for each population separately, the variance and mean are calculated over observations of population density at different times. In the spatial TL, for each time separately, the variance and mean are calculated over observations of population density of spatially different populations. The temporal TL particularly gains interest in relation to population dynamics, and the slope $b$ can be taken as a measure of the variation (from one population to another) in the magnitude of temporal population fluctuations as a function of the variation in the magnitude of the time-averaged population. The population-specific residuals in the temporal TL were proposed as a measure of stability in crop yields (Döring et al., 2015), and modified forms have been used to explore extinction risk in small-sized populations (Pertoldi et al., 2008; Reed & Hobbs, 2004). The temporal mean of population density may depend primarily on average habitat quality over time, while the temporal variance may depend on the internal dynamics of population fluctuation or environmental fluctuation over time or both, independently or in interaction. Therefore, analyses of the temporal variance–mean relationship may contribute to understanding not only the temporal TL but also population dynamics and population–environment interactions. This study investigated the temporal variance–mean relationship in relation to population dynamics.

Varied models (Ballantyne, 2005; Cohen, 2013; Kilpatrick & Ives, 2003) lead to a TL slope $b = 2$. However, most observed slopes satisfy $1 < b < 2$ (Cobain et al., 2019; Linnerud et al., 2013; Taylor & Woiwod, 1980, but see Zhao et al., 2019). These empirical slopes may be interpreted to suggest, in the temporal TL, that most populations fluctuate around a mean density as a result of regulatory forces inside or outside of the system in which the populations are involved, and the effect of forces may increase with rising mean density. Little evidence had accumulated by 1982 that the degree of density dispersion declined at high densities (Anderson et al., 1982). Reed and Hobbs (2004) demonstrated that the coefficient of variation (CV, equal to standard deviation divided by mean) became significantly weaker as the temporal mean population size increased in 2387 populations from 203 species. Although this negative relationship of density dispersion to mean density may reduce the slope compared to the null value of $b = 2$, an extended analysis, including other factors associated with the variance–mean ratio, should be carried out to assess the role of that negative relationship in TL. The relative importance of factors that affect the TL slope is poorly studied (Zhao et al., 2019), although many factors have been proposed as influential on TL slopes (e.g., species interaction: Kilpatrick & Ives, 2003, reproductive correlation: Ballantyne & Kerkhoff, 2007, habitat size: Mellin et al., 2010, demographic stochasticity: Linnerud et al., 2013, environmental variability: Cobain et al., 2019).

Cohen and Xu (2015) theoretically propose a baseline slope of TL based on their random sampling model, in which the TL slope is proportional to the skewness of the density frequency distribution when the mean and variance are constant. However, the baseline slope has not been fully utilized. Zhao et al. (2019) suggest population skewness, CV, and synchrony as useful analytical tools to understand how multiple ecological factors influence TL.

Although TL performs well describing the variance–mean relationship, the mean population density is not the only factor that may influence the variation of density variance. Cohen and Saitoh (2016) found that the density of 85 populations of the gray-sided vole, *Myodes rufocanus* (Sundevall, 1846), in Hokkaido satisfied the temporal TL (as well as a spatial TL) with $\log_{10}$(variance) $\approx 0.216 + 1.613 \times \log_{10}$(mean) with moderate goodness of fit ($R^2 = 0.607$). This motivated us to explore variables other than $\log_{10}$(mean) to explain the variation of $\log_{10}$(variance). Saitoh and Cohen (2018) suggested that the variance and mean of population density could be predicted from the density-dependent coefficients and density-independent parameters of the second-order autoregressive model based on Box and Jenkins (1970). Cohen and Xu (2015) showed mathematically that, assuming independent and identically distributed observations of population density, the TL slope could be predicted from the skewness and CV of population densities (see also Zhao et al., 2019). These theories tell us that the density-dependent coefficients, density-independent parameters, and the skewness of population density may help to explain the variation of $\log_{10}$(variance) besides $\log_{10}$(mean).

Here we report on the effects of mean densities, the density-dependent coefficients for 1-year and 2-year lags, the density-independent variability, and the skewness on the temporal variance of densities for 162 populations of the gray-sided vole. We show that the divergence of the empirical slope of the temporal TL from the null value ($b = 2$, which holds when the coefficient of variation is constant for different values of the temporal mean) can largely be explained by the interaction between mean densities and the density-independent variables. These results may contribute to understanding why most empirical temporal TL slopes are less than the null slope, $b = 2$.

## 2 MATERIALS AND METHODS

### 2.1 Study design and data

Hokkaido is the northernmost island of Japan (78,073 km²). The gray-sided vole, *Myodes rufocanus* (Sundevall, 1846), is the commonest species of rodents on this island.
(Kaneko et al., 1998), regarded as a pest species for forest plantations. The Japanese Government Forest Agency surveyed rodent abundance in natural forests for management purposes (Kaneko et al., 1998); the details of the rodent survey were described previously (Saitoh et al., 1997, 1998; Stenseth et al., 2003). The data analyzed in this study come from 162 gray-sided vole populations for which long time series (≥23 years) were accumulated in Hokkaido; 85 for 31 years (1962–1992), 19 for 27 years (1966–1992), and 58 for 23 years (1970–1992). Cohen and Saitoh (2016) and Saitoh and Cohen (2018) reported TL using a part of this data set: 85 time series spanning 31 years (1962–1992).

The 162 studied populations were widely distributed in the Hokkaido mainland (Figure 1). Saitoh et al. (1998) grouped those populations into seven groups according to geographic proximity and topographic characteristics. Populations in Group I and II were located in the Teshio and Kitami mountains, respectively; those in Group III were located in the Okhotsk area; those in Group IV were located in the Yubari mountains; those in Group V were located in the Kamikawa-Taiesetsu mountains; those in Group VII were located in the west-side of the Hidaka mountains; and those in Group VIII were located in the mountainous parts of the Oshima peninsula. Some neighboring populations were grouped into different groups because the backbone of mountains or other topographic characteristics separated them. The populations of Group VI were not included in the analyses because their time series frequently recorded zeros. Two time series of Group VIII were excluded because their density-dependent coefficients (see Section 2.3) were not successfully estimated.

The warm sea current runs along the western coast of Hokkaido. The east coast is influenced by the cold sea current. The Okhotsk area has mixed influences from warm and cold sea currents. Therefore, the temperature of Hokkaido shows a decreasing gradient from southwest to northeast (Stenseth et al., 1998). The annual mean temperatures significantly varied among the study areas (Kruskal–Wallis rank sum test, \( \chi^2 = 39.7, \ df = 2, p = 2.4 \times 10^{-9} \), Figure S1): the southern areas for Group VIII, mean [range] = 8.2°C [6.8–9.7]; the western areas for Group I, IV, and VII, mean [range] = 5.8°C [4.5–7.5]; the eastern and inland areas for Group II, III, and V, mean [range] = 5.0°C [4.0–6.4]. These three areas had statistically significantly different temperatures (Dwass–Steel–Crichtlow–Fligner test, \( p < 1.0 \times 10^{-4} \)).

Most natural forests of Hokkaido are classified as “pan mixed forest” with conifers and broad-leaved trees, whereas the Oshima peninsula, holding Group VIII, harbors temperate deciduous forests (Tatewaki, 1958). Conspicuous regional differences in mammalian fauna have not been reported.

2.2 | Temporal Taylor’s law

For each location \( j \), the mean and variance were calculated over observations of population density (\( N_{t,j} \)) at different times \( t \). The density estimation is described in the next section. One data point \( \log_{10}(\text{temporal mean})_j \) and \( \log_{10}(\text{temporal variance})_j \) was plotted for each location \( j \). Ordinary least-squares regression (OLS) was used to estimate the parameters of the temporal TL, by fitting Equation (1) to \( \log_{10}(\text{temporal mean})_j \) and \( \log_{10}(\text{temporal variance})_j \) of the vole populations. This method of estimating the parameters of the temporal TL implicitly assumes that the residuals (observed minus predicted values of the variance) from the linear relationship in Equation (1) are homoscedastic and independently distributed.
2.3 | Gompertz model

We used the Gompertz model, Equation (2), to describe the population dynamics of the gray-sided vole. In this model, for each population $j = 1, ..., 162$, $x_{i,j} = \ln(N_{i,j})$ was the natural logarithm of the empirically estimated density $N_{i,j}$ in year $t = 1962, ..., 1992$ (or 1966–1992, 1970–1992); $\mu_j$ was the temporal sample mean of $x_{i,j}$ in population $j$, and $X_{i,j} = x_{i,j} - \mu_j$ was the centered density on the natural logarithmic scale in population $j$. The Gompertz model supposes that

$$X_{i,j} = (1 + \alpha_{1,j}) \times X_{i-1,j} + \alpha_{2,j} \times X_{i-2,j} + \text{Normal}(0, \sigma_j^2),$$

(2)

where for each population $j$, the parameters $\alpha_{1,j}$ and $\alpha_{2,j}$ are the coefficient of density dependence for a 1-year lag and for a 2-year lag, respectively. Although an autoregressive model can have an order higher than two (meaning that $X_{i,j}$ could depend on more than the two most recent prior values), most time series on microtine rodents have an order of approximately two (Stenseth, Bjørnstad, & Falck, 1996), and Stenseth, Bjørnstad, and Saitoh (1996) confirmed that the second-order autoregressive model (Equation 2) was a parsimonious model for the studied populations. We used the Bayesian approach to estimate the densities and parameters under the assumption that $X_{i,j}$ came from a normal distribution with mean $= (1 + \alpha_{1,j}) \times X_{i-1,j} + \alpha_{2,j} \times X_{i-2,j}$ and variance $= \sigma_j^2$.

We linked the observation data ($\text{Vole}_{i,j}$: the number of voles captured at time $t$ in location $j$) with the Gompertz model by assuming that $\text{Vole}_{i,j}$ is Poisson-distributed with mean shown in parenthesis on the right below:

$$\text{Vole}_{i,j} \sim \text{Poisson}(\text{Trap}_{i,j} \times \exp(\mu_j + X_{i,j})).$$

where $\text{Trap}_{i,j}$ represents trapping effort (the number of trap-nights). Fitting the Gompertz model (Equation 2) to the centered time series $X_{i,j} = x_{i,j} - \mu_j$ yielded Bayesian estimates of $X_{i,j}, \alpha_{1,j}, \alpha_{2,j}, \mu_j,$ and $\sigma_j$. Population density ($N_{i,j}$) was defined as the number of voles captured per 150 trap-nights (50 snap traps for three consecutive nights on a 0.5 ha survey plot) and was obtained by multiplying $\exp(\mu_j + X_{i,j})$ by 150.

We programmed the model into RStan (Stan Development Team, 2022). The model parameters were estimated by 9000 iterations (after a 9000 iteration “burn in”) under thin = 3 and chains = 4, although robust estimates were obtained under lower quantities of iterations and chains for most populations. This procedure was basically the same as in our previous works (Cohen & Saitoh, 2016; Saitoh, 2020; Saitoh & Cohen, 2018). We tested the validity of a gamma distribution (0.001, 0.001), which we used previously, for the non-informative prior distribution for $\sigma_j$, because Gelman (2006) suggested that a gamma distribution might cause a biased estimate for a very small $\sigma_j$ and recommended instead a uniform distribution (0, 100). Using the 85 populations studied previously, which belonged to Groups I, II, and V in this study, we compared the parameter estimates between these two non-informative prior distributions. The gamma distribution provided consistently and slightly lower estimates compared to the uniform distribution (Figure S2). In most cases (>94%), the 95% credible intervals were smaller for parameter estimates from the gamma distribution than those from the uniform distribution. Therefore, we adopted estimates from the gamma distribution. The raw counts of voles trapped and the trapping effort (the number of trap-nights), the current Bayesian estimates of population densities, the locations of studied populations, and the program code using RStan are available in Supporting Information of this study.

2.4 | Theoretical predictions

We obtained theoretical predictions for the mean and variance of density of population $j$ (on both the natural logarithmic and linear scales) from the population-specific density-dependent coefficients ($\alpha_{1,j}$ and $\alpha_{2,j}$) and density-independent parameter ($\sigma_j^2$) of the Gompertz model (Box & Jenkins, 1970, pp. 58–63). Asymptotically for large time $t$, the variance $\sigma_j^2$ of $X_{i,j}$ is, for every population $j$:

$$\sigma_j^2 = \frac{1 - \alpha_{2,j}}{1 + \alpha_{2,j}} \cdot \frac{\sigma_j^2}{(1 - \alpha_{2,j})^2 - (1 + \alpha_{1,j})^2},$$

(3)

The formula in Equation (3) corrects a typographical error in the first displayed equation of appendix G of Saitoh and Cohen (2018), where $\sigma_j$ should have an exponent 2. Population density on the linear scale ($N_{i,j}$) is, asymptotically for large time $t$, lognormally distributed with modeled mean, for every $j$,

$$E(N_{i,j}) = \exp(\mu_j + z_j^2/2)$$

(4)

and modeled variance, for every $j$,

$$\text{Var}(N_{i,j}) = \exp(2\mu_j + z_j^2) \times (\exp(z_j^2) - 1).$$

(5)

From Equations (4) and (5), the relationship of $\text{Var}(N_{i,j})$ to $E(N_{i,j})$ is, for every $j$:
\[
\ln(\text{Var}(N_{\text{t}})) = 2 \times \ln(E(N_{\text{t}})) + \ln((\exp(z^2) - 1)).
\]

(6)

As \(z^2\) becomes large, the ratio of \(\exp(z^2) - 1\) to \(\exp(z^2)\) approaches 1, and then the ratio of \(\ln(\exp(z^2) - 1)\) to \(\ln(\exp(z^2)) = z^2\) approaches 1. Further, the natural logarithm is converted to the logarithm with base 10, which is compatible with Equation (1):

\[
\ln(10) \times \log_{10}(\text{Var}(N_{\text{t}})) = 2 \times \ln(10) \times \log_{10}(E(N_{\text{t}})) + z^2.
\]

Because \(\ln(10) \approx 2.3\), the following relationship holds asymptotically for large \(z^2\):

\[
\log_{10}(\text{Var}(N_{\text{t}})) \sim 2 \times \log_{10}(E(N_{\text{t}})) + \frac{1}{2.3} \times z^2.
\]

(7)

The skewness \((\gamma)\) was defined following Cohen and Xu (2015):

\[
\gamma = \frac{m_3}{m_2^{3/2}},
\]

where \(m_2\) and \(m_3\) are the second and third central moments, respectively (Table 1). The skewness \((\gamma)\) was calculated using the package “e1071” 1.7-12 (Meyer et al., 2022) in the R statistical environment.

2.5 Multiple linear regression analyses

Multiple linear regression analyses were carried out to identify factors influential on the variation of \(\log_{10}(\text{variance}_j)\) using \(\log_{10}(\text{mean}_j)\), the Gompertz model parameters \(\alpha_{1,j}, \alpha_{2,j},\) and \(\sigma_j^2\), and skewness of population densities \((\gamma_j)\) as explanatory variables, considering the effects of the seven geographic groups. The analyses were extended to include all pairwise products of these five quantities \((\log_{10}(\text{mean}_j), \alpha_{1,j}, \alpha_{2,j}, \sigma_j^2,\) and \(\gamma_j)\) as explanatory variables. Less influential explanatory variables were removed by the backward stepwise method using the stepAIC function in the package “MASS” of R, and the model with the smallest AIC was regarded as a best model. The multicollinearity among variables was tested using the variance inflation factor. Significant multicollinearity was not observed between individual variables (see Section 3). However, to minimize the effects of multicollinearity among products of explanatory variables, we centered all quantitative variables in models including multiplicative terms of quantitative explanatory variables. Variables were not centered in the models including multiplicative terms of quantitative and categorical (Group) explanatory variables.

All statistical analyses were carried out in R version 4.2.2 (R Core Team, 2022).

3 RESULTS

3.1 Temporal Taylor’s law

The temporal TL described the relationship of \(\log_{10}(\text{variance}_j)\) to \(\log_{10}(\text{mean}_j)\) of population density of the 162 observed populations moderately well (Figure 2, Model-0 using R notation for a linear model: \(\log_{10}(\text{variance}_j) \sim \log_{10}(\text{mean}_j))\), with slope \(b \pm\) standard error \(= 1.687 \pm 0.104: \log_{10}(\text{variance}_j) = 0.199 (\pm \text{SE } 0.084) + 1.687 \times \log_{10}(\text{mean}_j)\) (Adjusted \(R^2 = 0.620\), Table S1). The lower and upper limits of the 95% confidence interval of slope estimate were 1.482 and 1.892, respectively. Quadratic regression revealed no statistically significant evidence of nonlinearity (Table S1).

The temporal TL was also supported by each seven geographic group with the following variations (see Table S1 for the detailed results):

\[
\log_{10}(\text{variance}_j) = 0.237 + 1.489 \times \log_{10}(\text{mean}_j) \text{ for Group I,
}\]

Table 1 A list of variables and parameters used in this study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\log_{10}(\alpha))</td>
<td>the intercept of the logarithmic form of the temporal TL, Equation (1)</td>
</tr>
<tr>
<td>(b)</td>
<td>the slope of the logarithmic form of the temporal TL, Equation (1)</td>
</tr>
<tr>
<td>(N_{t,j})</td>
<td>an estimate of the density of population (j) in year (t); (N_{t,j} = \exp(\mu + X_{t,j}) \times 150) (counts per 150 trap-nights)</td>
</tr>
<tr>
<td>(x_{t,j})</td>
<td>the natural logarithm of (N_{t,j})</td>
</tr>
<tr>
<td>(\mu)</td>
<td>the sample temporal mean of the logarithmic density ((x_{t,j})) for population (j)</td>
</tr>
<tr>
<td>(m_z)</td>
<td>the centered logarithmic density ((X_{t,j} = x_{t,j} - \mu))</td>
</tr>
<tr>
<td>(m_2)</td>
<td>the second central moment ((\text{sum over } t \text{ of } [N_{t,j} - \text{mean}(N_{t,j})]^2, \text{divided by number of years}))</td>
</tr>
<tr>
<td>(m_3)</td>
<td>the third central moment ((\text{sum over } t \text{ of } [N_{t,j} - \text{mean}(N_{t,j})]^3, \text{divided by number of years}))</td>
</tr>
<tr>
<td>(\alpha_{1,j})</td>
<td>the coefficient of density dependence for a 1-year lag for population (j)</td>
</tr>
<tr>
<td>(\alpha_{2,j})</td>
<td>the coefficient of density dependence for a 2-year lag for population (j)</td>
</tr>
<tr>
<td>(\sigma_j^2)</td>
<td>the variance of the normal distribution of the error term for population (j)</td>
</tr>
<tr>
<td>(\gamma_j)</td>
<td>the skewness of the frequency distribution of densities in the natural scale for population (j)</td>
</tr>
</tbody>
</table>
The vole counts per 150 trap-nights ranged from 0.05 to 73.26. The populations of Group II with the lowest TL slope exhibited an apparent oscillation with similar peak densities (Figure 3). In contrast, the peak densities of the Group III populations with the steepest TL slope greatly varied over the years. Population fluctuations of Group IV and VIII appeared milder than others. Their mean and variance of population densities were low, and their TL slopes were similarly moderate (b = 1.610 for Group IV and b = 1.690 for Group VIII). The relation of population dynamics patterns to the geographic location was unclear.

The synchrony of population dynamics, represented by the pairwise cross-correlation coefficient between population growth rates (Pearson’s correlation coefficient, Bjornstad et al. 1999) within a geographic group, varied significantly among the groups (Kruskal–Wallis rank sum test, $\chi^2 = 660.39$, df = 6, $p < 2 \times 10^{-15}$). It was highest in Group II with the lowest TL slope. Group III populations with the steepest TL slope showed similar population synchrony to Group II (Figure 3). The population synchrony was outstanding in eastern and inland populations in general. The mean population synchrony of the seven groups was not significantly associated with the group-specific temporal TL slopes (Pearson’s correlation test, $r_p = 0.105$, $p = 0.823$).

The estimated mean of the density-dependent coefficient for 1-year lag ($\alpha_{1,j}$) ranged from $-1.551$ to $0.280$ with mean = $-0.826$, while that for 2-year lag ($\alpha_{2,j}$) ranged from $-0.767$ to $0.580$ with mean = $-0.149$ (Figure 4). These estimates extensively overlapped among the 162 populations, although $\alpha_{1,j}$ of Group VIII populations were higher than others. The mean of $\alpha_{1,j}$ was $-0.376$ for Group VIII populations, which was significantly higher than others (Figure 5, Kruskal–Wallis rank sum test, $\chi^2 = 69.278$, df = 6, $p = 5.8 \times 10^{-13}$). The mean of $\alpha_{1,j}$
was close to $-1$ ($-0.921$), when excluding Group VIII populations. The upper limits of the 95% credible interval (95%CI) of $\alpha_{1,j}$ were lower than zero in 124 of 134 populations (92.5%) for six groups excluding Group VIII, while the significant populations for $\alpha_{1,j}$ were limited to seven out of 28 for Group VIII (25.0%, Figure S3).

The populations of Group I exhibited the largest variation of $\alpha_{2,j}$, covering the total range of this coefficient (Figure 4 and Figure 5). The mean of $\alpha_{2,j}$ for Group I was 0.045, which was significantly higher than others (Kruskal–Wallis rank sum test, $\chi^2 = 25.957$, df = 6, $p = 0.0002$).

Populations for which the upper limits of the 95% credible interval (95%CI) of $\alpha_{2,j}$ were lower than zero were restricted to 19 populations (11.7%, Figure S3). The Group II populations most frequently exhibited significant effects in $\alpha_{2,j}$ (38.1%), while no significant populations were found for $\alpha_{2,j}$ in Group III.

The parameter for density-independence ($\sigma_j^2$) also showed considerable variation among the seven groups (Figure 5, Kruskal–Wallis rank sum test, $\chi^2 = 73.004$, df = 6, $p = 9.7 \times 10^{-14}$). Group VIII and Group III populations showed the lowest and highest $\sigma_j^2$, respectively.
The group means of $\alpha_1$, $\alpha_2$, and $\sigma^2_2$ were not associated with the group-specific TL slopes ($r_p = 0.011$, $p = 0.981$ for $\alpha_1$, $r_p = 0.037$, $p = 0.938$ for $\alpha_2$, and $r_p = 0.542$, $p = 0.209$ for $\sigma^2_2$).

To assess the uncertainty of the model coefficients and parameter, the SEs of the estimates were examined. The SEs of $\alpha_1$ and $\alpha_2$ were highly correlated ($r_p = 0.936$, $p < 2 \times 10^{-16}$). The SEs of $\sigma^2_2$ showed significant but moderate associations to the SE of $\alpha_1$ and also to the SE of $\alpha_2$ ($r_p = 0.438$, $p = 5.3 \times 10^{-9}$ for the SE of $\alpha_1$ and $r_p = 0.375$, $p = 9.1 \times 10^{-7}$ for the SE of $\alpha_2$). Therefore, it may not be adequate to represent the uncertainty of the model coefficients and parameter by one index.

### 3.3 Frequency distribution of population density

The densities $N_{ij}$ on the linear scale from 162 populations ranged from 0.05 to 73.26 individuals per 150 trap-nights, with the mean = 6.774 and the skewness = 2.598. Smaller values were more frequent and very large values were rare (Figure 6a). The distribution was approximated by a negative-binomial distribution. The parameters of the negative binomial distribution were estimated by the method of moments, which gives the desired number of successes or shape parameter $\phi = 0.925 = \frac{\text{mean}^2}{\text{variance} - \text{mean}}$ and the probability of success $\pi = 0.120 = \frac{\text{mean}}{\text{variance}}$. The Weibull distribution (shape = 1, scale = 7.5) also showed a good agreement with the frequency distribution. The median (4.32) was smaller than the mean.
The skewness for each population (\( \gamma_j \)) ranged from 0.087 to 3.834. The mean of local skewnesses \( \gamma_j = 1.499 \), was smaller than the overall skewness, 2.598. Although the density distribution was closer to the normal distribution on the natural logarithmic scale than the linear scale, it was skewed to the left (skewness = –0.439).

The density frequency distribution varied between the seven geographic groups (Figure 6b–h). Although the frequency in the smallest bin (\( N_{ij} < 1 \)) was the largest in five of the seven groups, the frequency in the second bin was the largest in Group I, and the frequencies in the first three bins were similar in Group VIII. The negative-binomial distribution appeared better to approximate the three bins were similar in Group VIII. The skewness for each population (\( \gamma_j \)) ranged from 2.348 (Group VII) > 2.436 (Group IV) > 4.674 (Group I) > 7.501 (Group V). The temporal variance of population densities on the linear scale ranged from 3.166 to 347.961 in the 162 populations, and the \( \log_{10}(\text{variance}) \) variation was explained moderately well by \( \log_{10}(\text{mean}) \) (the temporal TL, Figure 2). We explored here a more comprehensive model than the temporal TL to explain the \( \log_{10}(\text{variance}) \) variation, carrying out multiple linear regression analyses using \( \log_{10}(\text{variance}) \) as a response variable and \( \log_{10}(\text{mean}), \alpha_j, \sigma_j^2, \) and \( \gamma_j \) (skewness) as explanatory variables; Model-10: \( \log_{10}(\text{variance}) \sim \log_{10}(\text{mean}) + \alpha_j + \alpha_j + \sigma_j^2 + \gamma_j. \)

Model-10 explained a high proportion of the \( \log_{10}(\text{variance}) \) variation (Adjusted \( R^2 = 0.939, \) Table 2). Increasing \( \alpha_j \) significantly lowered \( \log_{10}(\text{variance}) \), while other explanatory variables positively affected \( \log_{10}(\text{variance}) \). The standardized partial regression coefficients demonstrated the prominent effect of \( \log_{10}(\text{mean}) \) and the small effect of the density dependent coefficients \( (\alpha_j \) and \( \alpha_j) \): \( \log_{10}(\text{mean}) = 0.912, \) \( \alpha_j = 0.031, \) \( \alpha_j = -0.099, \) \( \sigma_j^2 = 0.350, \) and \( \gamma_j = 0.349. \) Although pairwise correlations between the explanatory variables were significant for two of ten pairs (Figure S5, the correlations between \( \alpha_j \) and \( \gamma_j \) and between \( \sigma_j^2 \) and \( \gamma_j \)), multicollinearity between individual variables, tested by variance inflation factors, was not significant (\( \log_{10}(\text{mean}) = 1.113, \) \( \alpha_j = 1.188, \) \( \sigma_j^2 = 1.075, \) \( \gamma_j = 1.168, \) \( \gamma_j = 1.179. \) Considering the uncertainty of the estimates of the Gompertz model parameters, 1/(the averages of SEs for \( \alpha_j \) and \( \alpha_j \)) were used as the weights in the multiple linear regression analysis. In a separate analysis, 1/(the SEs of \( \sigma_j^2 \)) were used as the weights. These provided similar results to those of Model-10, but the model performance, assessed by \( R^2 \), was not improved by weighting (Table S3).

To test the effect of geographic groups, Model-10 was modified into Model-11 and Model-12.

Model – 11: \( \log_{10}(\text{variance}) \sim \log_{10}(\text{mean}) + \alpha_j + \alpha_j + \sigma_j^2 + \gamma_j + \text{Group}. \)

Model – 12: \( \log_{10}(\text{variance}) \sim \log_{10}(\text{mean}) + \alpha_j + \alpha_j + \sigma_j^2 + \gamma_j + \text{Group} + \log_{10}(\text{mean}) + \log_{10}(\text{mean}) + \log_{10}(\text{mean}) + \gamma_j. \)

The comparison between Model-10 and Model-11 demonstrated no significant Group effects on the intercepts (ANOVA, \( F = 1.607, p = 0.149, \) Table S4), while the comparison between Model-11 and Model-12 showed significant differences in the coefficients of the explanatory variables among Groups (ANOVA, \( F = 2.588, p = 0.0001). \)

### 3.4 Variables explaining variation in the variance

The temporal variance of population densities on the linear scale ranged from 3.166 to 347.961 in the
FIGURE 6  The frequency distribution of population densities in the linear scale. (a) Overall populations include 4482 densities from 162 populations. The distribution was well approximated by the negative binomial distribution with size = 0.925, the probability of success = 0.120 (the solid curve) and the Weibull distribution with shape = 1, scale = 7.5 (the dashed curve). (b) 31 populations for 31 years of Group I, approximated by the negative binomial distribution with size = 1.257, the probability of success = 0.143 (the solid curve) and the Weibull distribution with shape = 1.5, scale = 6.5 (the dashed curve). (c) 29 populations for 31 years of Group II, approximated by the negative binomial distribution with size = 1.236, the probability of success = 0.149 (the solid curve) and the Weibull distribution with shape = 1, scale = 7.5 (the dashed curve). (d) 19 populations for 27 years of Group III, approximated by the negative binomial distribution with size = 0.585, the probability of success = 0.083 (the solid curve) and the Weibull distribution with shape = 1, scale = 3.75 (the dashed curve). (e) 10 populations for 23 years of Group IV, approximated by the negative binomial distribution with size = 0.707, the probability of success = 0.135 (the solid curve) and the Weibull distribution with shape = 1, scale = 3.5 (the dashed curve). (f) 25 populations for 31 years of Group V, approximated by the negative binomial distribution with size = 0.919, the probability of success = 0.102 (the solid curve) and the Weibull distribution with shape = 1, scale = 6.5 (the dashed curve). (g) 20 populations for 23 years of Group VII, approximated by the negative binomial distribution with size = 0.623, the probability of success = 0.091 (the solid curve) and the Weibull distribution with shape = 1, scale = 4.9 (the dashed curve). (h) 28 populations for 23 years of Group VIII, approximated by the negative binomial distribution with size = 1.491, the probability of success = 0.225 (the solid curve) and the Weibull distribution with shape = 1, scale = 6.5 (the dashed curve).
The results of the model for log10(variance) compared to the following two models, Model-14 and Model-15. The model was further extended to include all explanatory variables and pairwise products of the five quantities using centered variables (sometimes called “multiplicative terms”).

Model 13: \( \log_{10}(\text{variance}) \sim \log_{10}(\text{mean}) + \alpha_{1j} + \alpha_{2j} + \gamma_{j} \delta_{j} + \sigma_{1j} + \sigma_{2j} + \gamma_{j} \delta_{j} \)

Model 14: \( \log_{10}(\text{variance}) \sim \log_{10}(\text{mean}) + \alpha_{1j} + \alpha_{2j} + \gamma_{j} \delta_{j} + \sigma_{1j} + \sigma_{2j} + \gamma_{j} \delta_{j} \)

Model 15: \( \log_{10}(\text{variance}) \sim \log_{10}(\text{mean}) + \alpha_{1j} + \alpha_{2j} + \gamma_{j} \delta_{j} + \sigma_{1j} + \sigma_{2j} + \gamma_{j} \delta_{j} \)

To test the effect of geographic groups, Model-13 was compared to the following two models, Model-14 and Model-15.

Model 13 explained a high proportion of the log10(variance) variation, and Adjusted R² slightly increased from 0.939 of Model-10 to 0.942 (Table S5). All independent explanatory variables (log10(mean), \( \alpha_{1j} \), \( \alpha_{2j} \), \( \sigma_{1j} \), and \( \gamma_{j} \)) showed significant effects, but the only significant multiplicative term was \( \sigma_{1j} \times \gamma_{j} \) among the 11 multiplicative terms. The comparison between Model-14 and Model-15 demonstrated significant differences in the coefficients of the explanatory variables among Groups (ANOVA, \( F = 2.607, p = 0.0002 \)), while the comparison between Model-13 and Model-14 showed no significant Group effects on the intercepts (ANOVA, \( F = 1.403, p = 0.217 \)).

Since the Group effects on the coefficients of the explanatory variables were not negligible, Model-13 was fitted separately to the overall populations and the populations of the seven geographic groups, and the best model with the smallest AIC was selected by the function of stepAIC. In the model selection for overall populations, \( \Delta \text{AIC} \) was lower than two in 43 models. Five independent variables (log10(mean), \( \alpha_{1j} \), \( \alpha_{2j} \), \( \sigma_{1j} \), and \( \gamma_{j} \)) were involved in all ten models with the smallest ten AIC (Table S6). The product of \( \sigma_{1j} \times \gamma_{j} \) was retained in all models, while other multiplicative terms occurred intermittently. The best model consisted of the five independent variables and the four multiplicative terms (log10(mean) \( \times \alpha_{1j} \), log10(mean) \( \times \alpha_{2j} \), log10(mean) \( \times \gamma_{j} \), and \( \sigma_{1j} \times \gamma_{j} \)).

The model selection showed consistent results on independent variables in the seven geographic groups; all five variables (log10(mean), \( \alpha_{1j} \), \( \alpha_{2j} \), \( \sigma_{1j} \), and \( \gamma_{j} \)) were involved in all but one of the selected models; \( \alpha_{1j} \) was removed in Group II (Table 3). In contrast, the selection of multiplicative terms was inconsistent among the seven groups. Eight products (log10(mean) \( \times \alpha_{1j} \), log10(mean) \( \times \alpha_{2j} \), log10(mean) \( \times \sigma_{1j} \), log10(mean) \( \times \sigma_{2j} \), log10(mean) \( \times \gamma_{j} \), log10(mean) \( \times \gamma_{j} \), log10(mean) \( \times \sigma_{1j} \times \gamma_{j} \), and \( \sigma_{1j} \times \gamma_{j} \)) were included in the selected models of some but not all groups. Five of the seven selected models included log10(mean) \( \times \alpha_{1j} \) and four models included \( \alpha_{1j} \times \alpha_{2j} \), \( \alpha_{2j} \times \sigma_{1j} \), and \( \sigma_{1j} \times \gamma_{j} \). Other multiplicative terms were found in fewer than four

### TABLE 2

The results of the multiple linear regression analysis using the model for log10(variance) with five independent explanatory variables.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Estimate</th>
<th>SE</th>
<th>t-value</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>−0.529</td>
<td>0.045</td>
<td>−11.648</td>
<td>&lt;2 × 10⁻¹⁶</td>
</tr>
<tr>
<td>log10(mean)</td>
<td>1.949</td>
<td>0.044</td>
<td>44.560</td>
<td>&lt;2 × 10⁻¹⁶</td>
</tr>
<tr>
<td>( \alpha_{1j} )</td>
<td>0.036</td>
<td>0.024</td>
<td>1.468</td>
<td>0.144</td>
</tr>
<tr>
<td>( \alpha_{2j} )</td>
<td>−0.138</td>
<td>0.028</td>
<td>−4.946</td>
<td>1.9 × 10⁻⁶</td>
</tr>
<tr>
<td>( \sigma_{1j} )</td>
<td>0.166</td>
<td>0.010</td>
<td>16.719</td>
<td>&lt;2 × 10⁻¹⁶</td>
</tr>
<tr>
<td>( \gamma_{j} )</td>
<td>0.182</td>
<td>0.011</td>
<td>16.592</td>
<td>&lt;2 × 10⁻¹⁶</td>
</tr>
</tbody>
</table>

Note: Regression coefficient estimates (Estimate), standard error (SE), t-value, and p-value for t-test are given. See Table 1 for the details of explanatory variables. Residual standard error: 0.093 on 156 degrees of freedom. Multiple R²: 0.941, Adjusted R²: 0.939. F-statistic: 500.5 on 5 and 156 DF, p-value: <2 × 10⁻¹⁶.
The models describing the variation of the variance of population density in logarithm with base 10 for other explanatory variables. Each explanatory variable (column heading) is given a coefficient when included in the model; NA when an explanatory variable is omitted from the selected best model.

### Table 3

<table>
<thead>
<tr>
<th>Group</th>
<th>Intercept</th>
<th>$m$</th>
<th>$m \times \alpha_1$</th>
<th>$m \times \alpha_2$</th>
<th>$m \times \sigma_1^2$</th>
<th>$m \times \alpha_1 \times \alpha_2$</th>
<th>$m \times \alpha_1 \times \sigma_1^2$</th>
<th>$m \times \alpha_2 \times \sigma_1^2$</th>
<th>$m \times \sigma_1^2$</th>
<th>$m \times \sigma_1^2 \times \gamma \sigma_1^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All 162</td>
<td>1.57</td>
<td>0.12</td>
<td>0.015</td>
<td>0.046</td>
<td>-0.068</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Group I</td>
<td>0.099</td>
<td>1.67</td>
<td>0.011</td>
<td>0.031</td>
<td>0.063</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Group II</td>
<td>0.004</td>
<td>1.79</td>
<td>0.009</td>
<td>0.044</td>
<td>-0.012</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Group III</td>
<td>0.222</td>
<td>3.48</td>
<td>0.044</td>
<td>0.016</td>
<td>0.007</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Group IV</td>
<td>-0.124</td>
<td>1.24</td>
<td>0.062</td>
<td>0.040</td>
<td>0.020</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Group V</td>
<td>0.049</td>
<td>1.96</td>
<td>0.049</td>
<td>0.028</td>
<td>0.007</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Group VI</td>
<td>0.117</td>
<td>1.76</td>
<td>0.049</td>
<td>0.028</td>
<td>0.007</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Group VII</td>
<td>-0.045</td>
<td>2.07</td>
<td>0.027</td>
<td>0.016</td>
<td>0.007</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Group VIII</td>
<td>-0.045</td>
<td>2.07</td>
<td>0.027</td>
<td>0.016</td>
<td>0.007</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Note: The best model was selected for the 162 populations and each group by the backward stepwise method using stepAIC from Model-13 (log10(variance) ~ log10(mean) + $\alpha_1 + \alpha_2 x m + \sigma_1^2 + \alpha_1 \times \alpha_2 + \alpha_1 \times \sigma_1^2 + \alpha_2 \times \sigma_1^2 + \sigma_1^2 \times \gamma \sigma_1^2$). All variables were centered.

selected models. Therefore, we considered Model-10 with the five independent variables without multiplicative terms (Table 2) most consistent to explain the variation in log10(variance).

All effects of log10(mean), $\sigma_j^2$, and $\gamma_j$, which were highly significant in explaining variance, were positive in Model-10 (Table 2). To realize $b < 2$, the increase of log10(variance) should slow as log10(mean) increases. Thus, negative relationships between $\sigma_j^2$ and log10(mean) and between $\gamma_j$ and log10(mean) were expected and observed (Pearson’s correlation test, $\sigma_j^2$ = log10(mean)): $r_p = -0.148$; $\gamma_j$ = log10(mean): $r_p = -0.157$, Figure S5).

### 3.5 Test of theoretical predictions

The mean and variance of population density in each local population $j$ were predicted from the density-dependent coefficients ($\alpha_1,j$ and $\sigma_1,j$) and density-independent parameter ($\sigma_j^2$) (Equations 3–5). The mean densities were predicted within the realistic range from 0.00009 to 43.1 on the linear scale, in comparison with the observed range (2.2–20.8). In contrast, the predicted variance unrealistically widely ranged from $-1.6$ to $7.5 \times 10^6$ on the linear scale, while the observed range was between 3.1 and 348.0. The predicted variances of two populations of Group VIII were below 0 (namely, the two populations outside the triangle in Figure 4), and those of six populations (two of Group III, three of Group VII, and one population of Group VIII) exceeded 10,000. When excluding these unrealistic predicted variances, the predicted variances and means of the remaining 154 populations satisfied the temporal TL (log10(Var($N_{t,j}$))) = $0.351 \pm 0.182$ and $2.224 \pm 0.195$ × log10(E(N$_t,j$), $R^2$ = 0.457, and the 95% confidence interval of the slope $2.224$ was $1.838–2.610$ (Figure 7a). The slope was significantly steeper for the predicted values than for the observed ones (Table S6) because of the high predicted variances (Figure 7d).

The predicted variances of log($N_{t,j}$), which are necessary to predict the mean and variance of population densities from the Gompertz model parameters ($z_j^2$, Equation 3), showed a clear relationship to the observed ones (observed variance of log($N_{t,j}$) = $0.146 + 0.627 \times z_j^2$, $R^2$ = 0.880, Figure 7b, and the 95% confidence interval of the slope 0.627 was 0.590–0.664), although $z_j^2$ were consistently higher than the observed variances. A similar pattern was observed in the relationship between the predicted and observed variances; most predicted means were higher than the observed means (observed mean = $0.964 + 0.640 \times$ [predicted mean]), $R^2$ = 0.587, Figure 7c, and the 95% confidence interval of the slope 0.640 was 0.554–0.725). In contrast, on the linear scale (Figure 7d), the predicted
variances were widely scattered under the isoline, although the relationship between the predicted and observed variances was statistically supported \( (\text{observed variance}_j = 38.697 + 0.014 / C^2) \) with \( t = 3.467, p = 0.0007, R^2 = 0.067 \), Figure 7d, and the 95% confidence interval of the slope 0.014 was 0.006–0.022).

The deviation of the predicted mean \( \mu_j \) and variance \( \sigma_j^2 \) from the observed ones consistently depended on \( \sigma_j^2 \) but not density-dependent coefficients (Table S7). Larger deviations in predicted mean \( \mu_j \) were found in populations with larger \( \sigma_j^2 \), and predicted variance \( \sigma_j^2 \) also showed larger deviations from the observed variance \( \sigma_j^2 \) in populations with higher \( \sigma_j^2 \).

The predicted variance of \( X_{t,j} \) by Equation (3) \( (\sigma_j^2) \) ranged from 0.320 to 4.396. It can be proved that the difference between \( \sigma_j^2 \) and \( \ln(\exp(\sigma_j^2) - 1) \) must be less than 0.145 when \( \sigma_j^2 \geq 2 \), and this relationship was empirically confirmed (Figure S6). The model (Equation 7) exhibited

**FIGURE 7** Comparisons between the observed and predicted Taylor’s law (TL) characteristics from 154 populations. The predicted values were calculated using the parameters of the second-order autoregressive model (see Equations 3–5 in the main text). Eight populations were excluded from analyses because their predicted variances were unrealistically extreme (predicted variance <0 from two populations and predicted variance >10,000 from six populations). Solid and open circles denote the populations with \( \sigma_j \leq 1 \) and \( \sigma_j > 1 \), respectively. For (b), (c), and (d), broken lines are the isoline \( (y = x) \), while solid lines represent a significant linear relationship between observed and predicted values. (a) The relationship of the predicted variance to the predicted mean of population density. Each point represents the relationship of \( \text{log}_{10}(\text{Var}(N_{t,j})) \) to \( \text{log}_{10}(\text{E}(N_{t,j})) \). Observed populations are also plotted with shaded circles. A solid line represents a significant linear relationship for predicted values, while a broken line is the observed TL line. (b) The observed variances of the centered logarithmic density \( (X_{t,j}) \) are plotted as a function of the predicted ones \( (\sigma_j^2) \). (c) The observed means on the linear scale are plotted as a function of the predicted ones on the linear scale. (d) The observed variances on the linear scale are plotted as a function of the predicted ones on the linear scale. The scales differ between \( x \)- and \( y \)-axes.
an excellent performance (Figure S7): \( \log_{10}(\text{Var}(N_{ij})) = -0.371 + 2.036 \times \log_{10}(E(N_{ij})) + 0.555 \times z_{j}^2 \) \((F = 7648, p < 2 \times 10^{-16})\). Adjusted \( R^2 = 0.990 \). The coefficient 2.036 of \( \log_{10}(E(N_{ij})) \) (SE = 0.026, with 95% confidence interval 1.984–2.088) was close to and included the theoretical prediction (2.0), and the coefficient 0.555 for \( z_{j}^2 \) (SE = 0.006, with 95% confidence interval 0.542–0.567) was also not far from the predicted value (1/2.3 = 0.435). The highly accurate performance of the model using \( \ln(\exp(z_{j}^2) - 1) \) instead of \( z_{j}^2 \) was confirmed: \( \log_{10}(\text{Var}(N_{ij})) = 1.3 \times 10^{-15} + 2.0 \times \log_{10}(E(N_{ij})) + 0.434 \times \ln(\exp(z_{j}^2) - 1) \) (Adjusted \( R^2 \approx 1 \)).

4 | DISCUSSION

Taylor’s law describes one relationship between the variance and mean of population density for a population assembly and is usually tested by an ordinary least-squares regression method. Although some models predict that the temporal TL slope equals 2 (Ballantyne, 2005; Cohen, 2013; Kilpatrick & Ives, 2003), most observed slopes satisfy 1 < \( b < 2 \) (Taylor & Woiwod, 1980, Linnerud et al., 2013, Cobain et al., 2019, but see Tippett & Cohen, 2016; Zhao et al., 2019). This widespread discrepancy between empirical populations and some theory can be solved by understanding how variables other than \( \log_{10}(\text{mean}) \) influence \( \log_{10}(\text{variance}) \).

Many factors have been proposed as influential on TL slopes (e.g., species interaction: Kilpatrick & Ives, 2003, reproductive correlation: Ballantyne & Kerkhoff, 2007, habitat size: Mellin et al., 2010, demographic stochasticity: Linnerud et al., 2013, environmental variability: Cobain et al., 2019). Identifying influential variables should contribute to understanding how those biological factors work. Saitoh and Cohen (2018) and Cohen and Xu (2015) suggest that the density-dependent coefficients, density-independent parameters of the second-order autoregressive model and the skewness of population density can help to explain the variation of \( \log_{10}(\text{variance}) \) beyond the variation explained by \( \log_{10}(\text{mean}) \).

The 162 observed populations satisfied the temporal TL with slope \( b = 1.687 \) (Figure 2). The studied populations were distributed approximately 420 km from south to north and 390 km from west to east (Figure 1). The seven geographic groups varied widely in population dynamics (Figure 3) and density dependence (Figure 4 and Figure 5). The south-western populations of Group IV and Group VIII showed lower population densities and weaker density dependence for 1-year lag (higher \( \alpha_{1,j} \)). Although the temporal TL slopes varied between the groups ranging from 1.284 to 2.187, those slopes did not significantly differ from the overall slope (\( b = 1.687 \)). Therefore, the TL model for the overall populations was robust. However, the proportion of the \( \log_{10}(\text{variance}) \) variation explained by \( \log_{10}(\text{mean}) \) was moderate (0.62), suggesting that other variables than \( \log_{10}(\text{mean}) \) also influence \( \log_{10}(\text{variance}) \).

4.1 | Variables that influence the variance

Table 2 demonstrated that the density-independent parameters \( \sigma_{j}^2 \) and \( \gamma_{j} \) were particularly significantly associated with \( \log_{10}(\text{variance}) \) in addition to \( \log_{10}(\text{mean}) \). All effects of \( \sigma_{j}^2 \) and \( \gamma_{j} \) were positive on \( \log_{10}(\text{variance}) \). If \( \log_{10}(\text{mean}) \) is not associated with \( \sigma_{j}^2 \) and \( \gamma_{j} \), then \( \log_{10}(\text{variance}) \) would increase with the increase of \( \log_{10}(\text{mean}) \) along the null expectation for the temporal TL slope = 2. To realize the empirically observed slope (\( b < 2 \)), the increase of \( \log_{10}(\text{variance}) \) should slow as \( \log_{10}(\text{mean}) \) increases. The negative relationships between \( \sigma_{j}^2 \) and \( \log_{10}(\text{mean}) \) and between \( \gamma_{j} \) and \( \log_{10}(\text{mean}) \) in the studied populations (Figure S5) worked as the mechanism that reduced the increase of \( \log_{10}(\text{variance}) \) with the increase of \( \log_{10}(\text{mean}) \).

The density-dependent effects for 2-year lag (\( \alpha_{2,j} \)) negatively affected \( \log_{10}(\text{variance}) \) and could regulate the effect of \( \log_{10}(\text{mean}) \) on \( \log_{10}(\text{variance}) \). However, the magnitude of \( \alpha_{2,j} \) effects was inferior to that of \( \sigma_{j}^2 \) and \( \gamma_{j} \). Another density-dependent effect (\( \alpha_{1,j} \)) had minor influence on \( \log_{10}(\text{variance}) \).

A limitation of this study is that several of our statistical comparisons should be interpreted descriptively rather than probabilistically when the data violate the assumptions of these tests. For example, the Kruskal-Wallis rank sum test, a one-way analysis of variance based on ranks, assumes that all observations are independent within and among samples. Because of synchrony among some of the vole populations, the assumption that all observations are independent does not always hold. In the absence of independent observations, a low p-value must be interpreted as a descriptive indicator that some populations have higher densities (or other statistics) than other populations, rather than as a probabilistically precise statement. The Dwass-Steel-Critchlow-Fligner test, which is used after the Kruskal-Wallis test gives a “significant” result, is subject to the same caveats.

Another limitation of our statistical analysis is that OLS regression of log variance as a function of log mean assumes that the values of log mean are known without error, whereas in fact both log mean and log variance are subject to sampling variation. However, the sampling variation of log mean is likely to be very much less than...
the sampling variation of log variance. The resulting bias in estimating the slope \( b \) is likely to be small. Visual inspection of the data points and regression lines supports the conclusion that OLS regression of the log moments gives reasonable, if not statistically optimal, results.

### 4.2 Variability and skewness

The parameter \( \sigma_j^2 \) represents the amount of variation of population density that the Gompertz model could not capture. It is derived from various sources that can push population density away from the mean density, which the Gompertz model interprets as an equilibrium density. The potential sources include environmental variability, density-independent interactions in a population, genetic drift of local populations leading to phenotypic variation in responses to density and the environment, and interactions of any or all of these factors. Evolutionary effects may be minor in the studied populations because the time series lasted only 23–31 years. Among ecological effects, three forms of stochasticity are widely held to influence population dynamics: demographic, environmental, and catastrophic effects (Lande, 1993). Demographic stochasticity is relevant to only very small populations, and catastrophic events are rare. Therefore, environmental variability may be the primary source of \( \sigma_j^2 \) for the studied populations. Sæther et al. (2016) suggest that population dynamics with small population sizes are primarily influenced by environment-driven variation in recruitment, whereas close to the carrying capacity, variation in population growth is more strongly influenced by density-dependent mortality. This mechanism can explain the negative relationship between \( \sigma_j^2 \) and \( \log_{10}(\text{mean}_j) \).

The frequency distribution of overall population densities was approximated by a negative binomial distribution (Figure 6a). The most frequent (modal) density class was the lowest bin of the histogram, and the distribution was highly right-skewed. The geographic groups with higher densities than the overall average (Group I, II, and V) showed lower skewness. However, a population with a high mean density did not always show a lower skewness. The populations of Group IV and VIII with low mean densities showed lower skewness. Although the skewness decreased with the increase in mean density in general, this pattern may depend on the situation.

Taylor (1984) observed that insect populations at progressively higher densities conformed to different frequency distributions (e.g., Poisson, negative binomial, and lognormal) with identical slope \( b \). Cohen and Xu (2015) verify that the TL slope can be predicted from the sample skewness and the sample coefficient of variation of population density under the assumption of independent and identically distributed observations. Although the studied populations did not satisfy this assumption, the skewness \( \gamma_j \) significantly influenced the variation of \( \log_{10}(\text{variance}_j) \), and the negative correlation of \( \gamma_j \) and \( \log_{10}(\text{mean}_j) \) might be critical in determining the TL slope \( b \). Another approach independent of Cohen and Xu (2015) is necessary to understand the effect of skewness on the variance of population density observed in this study.

Cohen (2020) showed that, as a result of rescaling and translation, any family of frequency distributions of population densities with positive means and positive variances can be made to obey TL or any other relation of variance to mean in a metapopulation or other collection of populations (see also Mallmin, 2022). However, there is still little empirical information about how actual density distributions are associated with the TL slope \( b \). Future studies should examine further the associations between population dynamics and the frequency distribution of population density and the mean–variance relationship of the frequency distribution.

### 4.3 Null and empirical slopes

Equation (7) tells us that the mean population density alone cannot explain the variation of density variance and that the potential coefficient of the mean population density is two, which is the null value of the TL slope. This study validated Equation (7) using the empirical data. The coefficient of the mean density (1.949) was close to the null value in the model of Table 2, which explained the great majority of the variation of population density variance (Adjusted \( R^2 = 0.939 \)). When removing other explanatory variables than the mean density, leaving only TL, the coefficient of \( \log_{10}(\text{mean}) \) = the TL slope (1.687) was below the null value, and the goodness of fit of the model decreased (Adjusted \( R^2 = 0.620 \)). If these relationships hold beyond the single example studied here, when the effects of the variables listed in Table 2 were significant, the TL slope \( b \) would be below two.

Most predicted values based on Equations (3)–(5) were higher than the observed values, and higher variances of population density may have caused the steeper TL slope in the predicted values (Figure 7). Those predictions require the lognormal distribution of population density and a long length of time series for an asymptotic value. These requirements were not satisfied in reality. The log–log survival plot showed that the population densities of the studied populations diverged from the
lognormal distribution (Figure S4), and the lengths of time series were limited (23–31 years). The deviation of the predicted values from the observed ones was evident in populations with $\sigma_j > 1$. Five of six populations of which variances were unrealistically high (>10,000) showed high $\sigma_j$ ranging from 1.676 to 2.042, and $\sigma_j$ of the remaining one was 0.997. Since $\sigma_j$ is squared in the process of the variance prediction, the discrepancy between observed and predicted variances may be escalated by $\sigma_j > 1$. In addition, unrealistic predicted variances came from the time series with a shorter length (two from 27 years and six from 23 years). These results suggest that the observed $\sigma_j$ may be overestimated by the short length of the time series, or the second-order autoregressive model may not sufficiently capture the characteristics of the population dynamics of the studied populations. We should improve parameter estimation techniques and population dynamics models.

To understand the empirical results in Table 2 theoretically, we combine Equations (3) and (7). This combination expresses $\log_{10}(\text{variance}_j)$ in terms of $\log_{10}(\text{mean}_j)$ and the parameters of the Gompertz model, for all populations $j$, asymptotically for large time $t$ and asymptotically for large $z_j^2$.

$$\log_{10}(\text{Var}(N_{t,j})) = 2 \times \log_{10}(E(N_{t,j})) + \frac{1}{2.3} \times \frac{1 - \alpha_{2,j}}{1 + \alpha_{2,j}} \times \frac{\sigma_j^2}{(1 - \alpha_{2,j})^2 - (1 + \alpha_{1,j})^2}.$$  

From the first term on the right, $2 \times \log_{10}(E(N_{t,j}))$, it is obvious that $\log_{10}(\text{variance}_j)$ should be proportional to two times $\log_{10}(\text{mean}_j)$, when all else is held constant. Table 2 gives the linear coefficient of $\log_{10}(\text{mean}_j)$ as 1.949.

In the second term on the right are the three Gompertz parameters. For qualitative analysis, we approximated $\alpha_{1,j} \approx -1$, because the observed $\alpha_{1,j}$ was around $-1$ in most populations. When $\alpha_{1,j} \approx -1$, it disappears from the expression for $z_j^2$ and from the second term on the right. Thus, in Table 2, we expect the small coefficient and insignificant role of $\alpha_{1,j}$. With this approximation, the second term on the right becomes

$$\frac{1}{2.3} \times \frac{1 - \alpha_{2,j}}{1 + \alpha_{2,j}} \times \frac{\sigma_j^2}{(1 - \alpha_{2,j})^2 - (1 + \alpha_{1,j})^2} \approx \frac{1}{2.3} \times \frac{1 - \alpha_{2,j}}{1 + \alpha_{2,j}} \times \frac{\sigma_j^2}{(1 - \alpha_{2,j})^2} = \frac{1}{2.3} \times \frac{\sigma_j^2}{1 - \alpha_{2,j}},$$

Furthermore, assuming $\alpha_{2,j}$ is constant at the average ($-0.149$), the second term can be simplified as follows:

$$\log_{10}(\text{Var}(N_{t,j})) = 2 \times \log_{10}(E(N_{t,j})) + 0.445 \times \sigma_j^2.$$  

The empirical model ($\log_{10}(\text{variance}_j) = \log_{10}(\text{mean}_j) + \sigma_j^2$) gave the coefficients of $\log_{10}(\text{mean}_j)$ and $\sigma_j^2$ as 1.830 and 0.213, respectively.

As $\alpha_{2,j}^2$ increases from 0 to 1, the denominator $1 - \alpha_{2,j}^2$ decreases from 1 to 0 so the ratio $\sigma_j^2/(1 - \alpha_{2,j}^2)$ increases from $\sigma_j^2$ to infinity. Figure S3B shows that a majority of values of $\alpha_{2,j}$ are between $-1$ and 0. As $\alpha_{2,j}$ increases from $-1$ to 0, the ratio $\sigma_j^2/(1 - \alpha_{2,j}^2)$ decreases. Since the decreasing effect on $\sigma_j^2/(1 - \alpha_{2,j}^2)$ as $\alpha_{2,j}$ increases from $-1$ to 0 dominates the increasing effect on $\sigma_j^2/(1 - \alpha_{2,j}^2)$ as $\alpha_{2,j}$ increases from 0 to 1, the positive effect of $\sigma_j^2$ on $\log_{10}(\text{variance}_j)$ is reduced by the increase of $\alpha_{2,j}$. Therefore, the negative coefficient of $\alpha_{2,j}$ in Table 2 can be theoretically interpreted.

The effect of skewness on $\log_{10}(\text{variance}_j)$ can be also qualitatively explained. When $N_{t,j}$ is lognormally distributed, the skewness of $N_{t,j}$ is given as

$$\epsilon_j = \left( \exp(z_j^2) + 2 \right) \left( \exp(z_j^2) - 1 \right)^{1/2}. $$

Therefore, the skewness is included into Equation (6) by replacing the term of $\exp(z_j^2)$ of Equation (6) with a term containing $\epsilon_j$: $\exp(z_j^2) - 1 = \frac{\sigma_j^2}{\exp(z_j^2) + 2}$.  

$$\ln(\text{Var}(N_{t,j})) = 2 \times \ln(\text{E}(N_{t,j})) + \ln \left( \frac{\epsilon_j^2}{\exp(z_j^2) + 2} \right) = 2 \times \ln(\text{E}(N_{t,j})) + 2 \times \ln(\epsilon_j) - 2 \times \ln \left( \exp(z_j^2) + 2 \right),$$

$$\log_{10}(\text{Var}(N_{t,j})) = 2 \times \log_{10}(\text{E}(N_{t,j})) + 2 \times \log_{10}(\epsilon_j) - 2 \times \log_{10} \left( \exp(z_j^2) + 2 \right).$$

The accurate performance of this model was confirmed using the parameter estimates of the 162 vole populations: $\log_{10}(\text{Var}(N_{t,j})) = 2.7 \times 10^{-16} + 2.0 \times \log_{10}(\text{E}(N_{t,j})) + 2.0 \times \epsilon_j - 2.0 \times \log_{10}(\exp(z_j^2) + 2)$ ($F = 4.1 \times 10^{31}, p < 2 \times 10^{-16}$, Adjusted $R^2 \approx 1$), but Table 2 gave the coefficient of $\gamma_j$ as 0.182 instead of 2 for $\epsilon_j$.

The linear model used in Table 2 is a crude approximation to the real relationship that is nonlinear, and the exact agreement between theoretical and empirical coefficients is not expected. However, as discussed above, the effects of the parameters of the Gompertz model and
the skewness of population density on the density variance, which were empirically demonstrated, can be theoretically interpreted.
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