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Abstract. A logistic matrix model for age-structured population dynamics is 
constructed. This model discretizes a continuous, density-dependent model 
with age structure, i.e. it is an extension of the logistic model to the case of 
age-dependence. We prove the existence and uniqueness of its equilibrium 
and give a necessary and sufficient condition for the local stability of the 
equilibrium. 

1. Introduction 

The dynamics of a population with age structure, closed to immigration and 
emigration, are described by McKendrick (1926) and von Foerster (1959) as 

aujaa+aujat= -f-t(a)u(a, t), 

u(O, t) = Lm f(a)u(a, t) da, 

(1) 

where age a and time t are continuous variables, u(a, t) is population density, 
m is the maximum attainable age, f( a) is fertility and f-t (a)> 0 is the force of 
mortality at age a. The McKendrick-von Foerster equation (1) is equivalent to 
Lotka's renewal integral equation model for population dynamics (Lotka (1925) ). 

Density dependence is a ubiquitous theme in population ecology. In general, 
fertility and mortality are functions of age a and functionals of density u(a, t). 
In von Foerster's model, fertility and mortality may be replaced by F(u)(a, t) 
and D(u)(a, t), respectively. Fertility and mortality may be specified in other 
ways as well. In a frequently studied case, these vital rates are functions of the 
total population 

N(t) = Lm u(a, t) da, 

or of a weighted average of the density function with respect to age. This is an 
example of a nonlinear model for population dynamics. 
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A significant advance by Gurtin and MacCamy (1974) led to further investiga­
tions of nonlinear models. Gurtin and MacCamy (1974, 1979) and Gurney and 
Nisbet (1980) allow F and D to depend on age and total population. Sinestrari 
(1980) studies the case in which F and D are functions of age a and current 
population u(a, t). Rorres (1976, 1979) and Blasio et al. (1982) assume that 
fertility depends on population size defined as a weighted average of the density 
function, while mortality depends only on age. 

A special case is studied by Marcati (1982) in which D is assumed to be a 
linear function of the total population. His model is age-dependent with a 
logistic-type nonlinear death rate. Marcati assumes that different age groups are 
affected by each age group at different rates. Thus F and D are functionals of 
density u(a, t). Rotenberg (1975) and Cushing (1984) also investigate this general 
case. Rotenberg takes the simplest nonlinear example of a death rate that depends 
on the population to be one in which population enters as a linear functional, 
such that 

D(u)(a, t) = J.L(a) + tm y(a, g)u(g, t) dg, 

where r( a, g) is the density-dependent effect of the population aged g on the 
mortality of the population aged a. This is a natural extension ofMarcati's model. 
Webb (1985, pp. 263-269) reviews an age-structured logistic population model 
with density-dependent mortality (but linear fertility) and gives extensive refer­
ences. 

To model density-dependent fertility, let 

F(u)(a, t) = f(a) exp{-Im ji(a, g)u(g, t) dg }. 

where ji( a, g) is the density-dependent effect of the population aged g on the 
fertility of the population aged a. Then the model for density dependence is 

aujaa+aujat= -J.L(a)u(a, t)- [{m r(a, g)u(g, t) dg ]u(a, t), (2)1 

u(O, t) = Im f(a) exp{- tm y(a, g)u(g, t) dg }u(a, t) da. (2)2 

This is a natural extension of the logistic model to the case of age dependence. 
It is necessary to extend the logistic model to describe age dependence because 

the original model fails to take into account the effects of age differences in a 
population. For example, Lloyd (1965, 1968) showed that, when crowded 
together, there are complex interactions between flour beetles ( Tribolium cas­
taneum) that are at different stages in the life cycle. Consequently, he found a 
rather poor agreement between the counts of adult beetles and the best fitting 
logistic curve. Varley (1974) concluded: "This experiment suggests that the 
attempts to explain the adult curve in terms of the Verhulst- Pearl equation fail 
partly because the equation completely neglects the changing age structure of 
population · · · . The logistic equation, therefore, seems unsuitable to describe 
the growth of insect populations where the rate of increase is normally high and 
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the longevity of different age classes is long relative to the time periods con­
sidered." 

Observed biological data are often presented in discrete form. For this reason, 
matrix models are very useful for biologists. Moreover, matrix calculations are 
easy. One of the most famous models in population ecology is the Bernadelli­
Lewis-Leslie matrix model developed by Bernadelli (1941), Lewis (1942) and 
Leslie (1945). This model deals primarily with simple birth and death processes 
in populations. 

The Bernadelli-Lewis-Leslie matrix model has been studied extensively. 
Leslie (1948) considers cases in which some of the elements of the model are 
density-dependent. His investigation is limited to cases in which density depen­
dence acts on either survival or fertility, but not both, and requires that these 
elements be proportional to a given function of the total population size. Ziebur 
(1984) gives a closed-form solution of a density-dependent age-structured logistic 
model of Leslie (1948). Pennycuick et al. (1968) and Pennycuick (1969) simulate 
by computer the trajectory of a population under a density-dependent Bernadelli­
Lewis-Leslie matrix model in which the fertility and survival elements are propor­
tional to separate functions of the total population. Cook and Leon (1976) discuss 
stability for a 2 x 2 matrix model with density dependence. The behavior of the 
Bernadelli-Lewis-Leslie matrix model with density-dependent fertility is investi­
gated by Guckenheimer et al. (1977) and by Levin and Goodyear (1980). Fisher 
and Goh (1984) study the stability of a special matrix model with density­
dependent fertility in which only individuals in the oldest age group are repro­
ductive. 

The ordinary Bernadelli-Lewis-Leslie matrix model corresponds to a discretiz­
ation of the continuous model (1). If model (2) is regarded as an age-structured 
extension of the logistic model, then what kind of matrix model discretizes (2)? 
Furthermore, what can be said about the equilibrium and stability of such a 
model? We shall prove the existence and uniqueness of equilibrium, and give a 
necessary and sufficient condition for local stability. 

Much detailed analysis is required here to establish the existence and unique­
ness of the equilibrium. It seems likely that the same analytical techniques could 
be applied to more general nonlinear matrix equations that retain key properties 
of the nonlinearities we assume, or that our laboriously attained results follow 
more easily from general facts about iterations of nonlinear maps. Both of these 
possibilities remain to be explored in future work. 

Elsewhere we will give methods to estimate the parameters of this model and 
apply the model to data. 

2. The model 

If a population is observed at discrete points in time, spaced one unit apart, then 
time t and age a are discrete variables. Let both t and a be integers such that 
t = k, a = i, k = 0, 1, 2, ... , and i = 0, 1, ... , m. The population size of individuals 
of age a where i,;:; a < i + 1 at time t is denoted 

n;(t)= f u(i+h,t)dh, i=O,l, ... ,m-1, (3) 
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and called the ith age group of the population at time t. Because we are interested 
in population size only at discrete times t = k, we have the approximation 

n;(k) = n;(k+ h), o,; h < 1. (4) 

Assume that 
1. J.J-(a)=J.J-; andf(a)=};, where i,;a<i+1, i=O, 1, ... ,m-1; 
2. y(a,g)=yij and Y(iz,g)=yij, wher~ i,;;;a<i+1, j,;;;g<j+1, i, j=O, 

1, ... , m -1. 
Consider model ( 2) on the characteristic (a + h, t + h) through (a, t). We have 

aujaa+aujat= lim [u(a+h+Llh, t+h+Llh)-u(a+h, t+h)]/Llh. 
ilh->0 

Let ii(h)=u(a+h, t+h). Then Eq. (2) implies that 

diijdh=[ -J.J-(a+h)- tm y(a+h,g)u(g,t+h)dg]u(h). 

Integrating this with respect to h on the interval [0, 1) gives 

u (a + 1' t + 1) = u (a, t) exp{-r j.J- (a + h) dh 

-r tm y(a+h,g)u(g,t+h)dgdh}. 

Taking into account assumptions 1 and 2 with a = i, t = k, we have 

{ m-1 Jl } u(i+1,k+l)=u(i,k)exp -J.J-;-_L '}'ij n1(k+h)dh, 
;=0 0 

i = 0, 1, ... , m -1 and k = 0, 1, .... 

If, instead of integrating in (3), we replace u(i+h, t) by u(i, t) so that n;(t)= 
u(i, t), and use this with (4), we have 

ni+1(k+ 1) = n;(k) exp{ -J.J-; -1~1 y9·n1 (k) }. i = 1, 2, ... , m. 

Let S; = e-"", be the survival proportion of the population in the ith age group. 
We assume henceforth that S; < 1. Thus 

n;+l(k+ 1) = n;(k)s; exp{-.I yijnAk)}, 
;=1 

i= 1, ... , m. (5) 

For the discrete case, we must consider the possibility that reproduction rises 
throughout the time interval [t -1, t). The boundary condition (2)z must be 
changed to 

r u(h,t)dh= f {f: J(a)exp[-f: Y(a,g)u(g,t-h)dg]u(a,t-h)da}dh. 
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Taking t = k, we have 

nl(k)= L {J: r+
1

f(a)exp[ -~~: f+l '}i(a,g)u(t,k-h)dg]uca,k-h)da}dh 

= rl{mttexp[-mf rvf 1 

u(J+g,k-h)dg] f1 

u(i+a,k-h)da}dh J 0 r=O ;=0 0 0 

= L {~~: h exp[-~( Yiini(k- h) ]n;(k- h)} dh. 

Using (4), we have approximately 

n1(k+l)= It exp{ -J
1 

'Yvn/k)}ni(k). (6) 

Together (5) and (6) are a discrete form of the logistic model (2). 
Let N(k) = (n 1(k), ... , nm(k)Y denote the population vector at time k, where 

T denotes the transpose. F and S are fertility and survivorship matrices, respec­
tively, as follows: 

0 0 0 0 

F~ ~ 
!2 

~~)· 0 0 0 
0 

St 

S= 0 s2 0 0 

0 
0 0 0 Sm-1 

and E(N(k)), E(N(k)) are m x m diagonal matrices such that E(N(k)) = 
diag(e;(N)), E(N(k)) = diag(ei(N)), where 

ei(N(k))=exp{ -J
1 

-Yvni(k)}, ei(N(k))=exp{ -J
1 

yijnj(k)}, 

i=l, ... ,m. 

Equations (5) and (6) can be written in matrix form as 

N(k+ 1) = [FE(N(k))+ SE(N(k))]N(k) = M(N(k))N(k). (7) 

M(N(k)) is also a Bernadelli-Lewis-Leslie-type matrix but its nonzero elements 
are all functions of the population vector. If fm .,t. 0, then we can write 

M(N(k)) = MD(N(k)), 

where M = F+ S is an ordinary Bernadelli-Lewis-Leslie matrix, which is 
necessarily nonsingular, and D(N(k)) describes the density dependence, i.e. 

( 

e1 

D(N(k)) = M-1(FE + SE) = ~ O 

f 1(e1 -e1) 

0 

where fi = t/ fm, i = 1, ... , m -1. 
Equation (7) is the logistic matrix model we shall study. It is a discrete analogue 

of the logistic model with age structure (2). If y(a, g)= y(a, g)= 0, then model 
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(2) reduces to model (1), which describes the case of density independence. In 
the same way, if Yii = Yii = 0, then E and E in model (7) are identity matrices 
and (7) is an ordinary Bernadelli-Lewis-Leslie matrix model. 

We now consider some simplifications of model (7). Let (7) in full generality 
be referred to as case 1. 

Case 2. If the density-dependent sensitivity is the same for both survivorship 
and fertility, then Yii = Yii, i, j = 1, ... , m. In this case, E(N) = E(N) = D(N) 
where D(N(k)) = diag(e;(N(k)). 

Case 3. If the density-dependent sensitivity of each age group i to each other 
age group j is the same for all j, i.e. Yii = y;, i, j = 1, ... , m, then the diagonal 
elements of D(N(k)) are e;(N(k)) = exp{-y;N(k)}, where N(k) = L:~~~ ni(k) is 
the total population at the time k. 

Case 4. In case 3, assume that Y; = y, i = 1, .. , m. This means that ther density­
dependent sensitivity of every age group is the same. Model (7) can then be 
written as 

N(k+ 1) = M e-yN(k) N(k). 

This is the simplest case of a matrix model of density-dependent population 
dynamics. Desharnais and Cohen (1986) discuss this model. 

If m = 1 (without age structure), the matrix M is a scalar. Let M =A= e'. 
Then model (7) becomes 

N(k+ 1) = exp{r- yN(k)}N(k), 

which is the well-known difference equation analogous to the logistic differential 
equation (May (1974)). 

3. Equilibria 

If there exists a population N* = ( nf, ... , n!,) T that satisfies the relation 

N*=M(N*)N*, 

then its size and age structure remain constant, according to model (7). Such N* 
is defined to be an equilibrium population. 

At an equlibrium N*, the matrix M(N*) must have a dominant eigenvalue 
of 1 and the equilibrium N* must be an eigenvector corresponding to this 
eigenvalue. 

In this section, the existence and uniqueness of the equilibrium will be 
described by Theorems 1 and 2. The proofs of Theorems 1 and 2 will be deferred 
to the last section of the paper. 

The characteristic equation of the matrix M(N) is 

where 

Am -};d1e1A m-l_ j 2 d2 e1e2 A m-
2

- • • ·-fmdmel ···em-! em =0, 

i 

di+J = TI sb 
k=l 

i = 1, ... , m -l, 



Logistic matrix model for age-structured populations 79 

e; == exp{- _I yijnj}, 
]=1 

Define 

which is just the left side of the characteristic equation when A == 1. 
We write ln x for the real natural logarithm of a positive number x. Since we 

shall have no occasion to take the logarithm of any numbers other than positive 
reals, no questions can arise about multiple branches of a function involving ln. 

Theorem 1. Finding the equilibrium of model (7) is equivalent to solving the following 
set of non-linear equations: 

c( y 11 d1 + y 12d2x1 + y 13d3x1x2 + · · · + 'Y1mdmx1 · · · Xm-1) == -ln XI> 

c( 'Yn d1 + 'Y;2d2x1 + 'Yi3d3x1x2 + · · · + 'Y;mdmx1 · · · Xm_ 1) == -ln xi, 

forc-;?;0 and O<x;~1, i=1, ... ,m-1, where 

X;= exp[ -c( Yil d1 + Y;2d2X1 + Y;3d3X1X2 + · · · + Y;mdmx1 · · · Xm-1)]. (9) 

Theorem 2. If 

Yn = Y;1d1 > [_I 'YA] e-2
, 

]=2 
x0(c) = c, i= 1, ... , m, 

and the matrix M has a dominant eigenvalue A > 1, then the equilibrium of model 
(7) is unique. 

In case 4, when 'Y; = y, i = 1, ... , m, we have xi= x = e-yN' i = 1, ... , m. Then 
(8h simplifies to 

m 

1- L fAe-hN =0. 
j=1 

If we multiply this equality by emyN and we let A = e yN, we obtain the characteristic 
equation of M. Suppose A is the dominant eigenvalue of M. Then N* = ln A/ 'Y 
solves this characteristic equation. The equilibrium population satisfies 

nf = c*d1 , n! = c*d2A -\ ... , n'!;. = c*dmA -(m-
1) 

The parameter c* is selected such that the total population at equilibrium is 
N*. So we have 

{ 
m }-1 { m }-1 c* = _L djA -j+

1 N* = L djA -j+l ln A/ 'Y· 
j=! ]=1 

When m = 1, the equilibrium population size is N* = r j y, where r = ln A. 
Cases 2 and 3 are discussed at the end of the last section. 
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4. Stability of the equilibrium 

In this section, using standard techniques, we give criteria for local stability based 
on the eigenvalues of the linearized matrix. 

To study the local stability of the equilibrium population, we consider the 
perturbation [( k) at time k = 0, 1, 2, ... in the neighborhood of the equilibrium 
N* and write N(k) = N* + [(k). In model (7) we have 

N(k+ 1) = N*+ [(k+ 1) = M(N(k))N(k) =M(N*+[(k))[N*+ [(k)]. 

Expansion of the right side of this in a Taylor series about N* = M( N*) N* gives 

N* + [(k + 1) = M(N*)N* + A[(k) + O([(k)[(k) T). 

Here A denotes the m x m matrix (au), 

au= [(aj anJn;(k+ 1)]N"·· 

O([(k)[(k)T) represents higher order terms in the quantities g;(k) which can be 
neglected when [(k) is sufficiently small. It can be seen from (7) that 

A=M(N*)-[FE(N*)N*f+SE(N*)N*F] 

= FE(N*)(I -N*f)+SE(N*)(I- N*r) 

where I is an m x m unit matrix and N*, f, and r are m x m matrices such that 

N* = diag(nT), 

The behavior of the population in the neighborhood of the equilibrium is deter­
mined by A according to 

Let jA;j denote the modulus of the eigenvalue A; of A. By conventional arguments, 
we have a standard result: 

Theorem 3. Equilibrium is locally stable if and only if max;~ 1 , ... ,miA;I < 1. 
In case 2, Yu = 'Yu. fori, j = 1, ... , m, and T =f. Hence 

A= M(N*)(I- N* r). 

When fm ¥- 0, 

A= MD(N*)(I- N* r). 

In case 3, when 'Yii = y;, j = 1, ... , m we obtain N* r = diag( y;nt)l T, where 1 
is an m x 1 matrix with all elements equal to 1. 

In case 4, 

N*T= yN*lT. 

When m = 1, without age structure, we have N* r = y N*. Matrix A is a scalar; 
* - - N* • A= A e--rN (1- yN*). If we put r =In A, then N* = r/ y and A e Y = 1. In th1s 

case, the necessary and sufficient condition for local stability of the equilibrium 
is that IAI=Il-rl<l or O<r<2. Lewontin (1958) and May (1974) give this 
same result for the difference equation analogue of the logistic differential 
equation. 
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5. Proofs of Theorems 1 and 2 (from Sect. 3) and auxiliary results 

Proof of Theorem L Let N* = (nf, ... , n'!)T be an equilibrium of model (7). 
Then a solution of (8) is c = nf, X;= nf+1/ s;nf, i = 1, ... , m -1, as we now show. 
In fact, from (7) we know that 

i= 1, ... , m-1, (10) 

where 

Hence 

i = 1, ... , m -1. (11) 

From (10) and (11) we obtain 

(12) 

i = 1, · · ·, m-1. 
(13) 

Taking the logarithm of (13), we get the first m -1 Eqs. (8) 1 • If we take into 
account the functions in (9), (12) and (13), then Eq. (8h is just the characteristic 
equation of the matrix MD( N*) when A = 1. So c, x1 , ••• , Xm-1 , is a solution of 
(8). 

Conversely, if c, x1 , ••• , Xm- 1 , is a solution of (8), and 

nf= c, i= 1, ... , m -1, 

then N*=(nf, ... , n'!)T is an equilibrium of model (7). To see this, we obtain 
from (8) 1 

m 

I yijnJ = -ln X;, 
j~1 

Because di+ 1 = s;d;, it follows that 

Multiplying Eq. (8)2 by c, we have 

i= 1, ... , m-1, 

i= 1, ... , m-1, 

i=1, ... , m. 

i = 1, ... , m -1. 

nf = c = f1x1c+ f2x2cd2x1 + · · · + fmxmcdmx1 · · · Xm-1 

= .ftefnf + f2efnf + · · · + fme'!n'!. 

In summary, for the model 

N* = M(N*)N*, 

there is a one-to-one correspondence between an equilibrium and a solution of (8). 
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Lemma 1. For any value of c ?:3 0, there exists a solution x1(c), ... , xm_1(c) of (8)1 

with 0 <xi.;;; 1, i = 1, ... , m -1. This solution is a continuous, differentiable, 
monotonically decreasing function of c. 

Proof. Fix c ?:3 0. The (single-valued) functions -In xi, i = 1, ... , m -1, which are 
on the right side of (8) 1 , decrease monotonically from +oo to 0 as X; increase in 
the interval 0 <xi.;;; 1. On the other hand, regarding the left side of (8)1> the 
functions 

i = 1, ... , m -1 

increase monotonically with every xj in the interval 0 < xj .;;; 1, j = 1, 2, ... , m - 1; 
the ith such function increases from cynd1 ?:3 0 when every xj = 0 to c I;:1 'YiA < 
+oo when every xj = 1. Furthermore, the above functions are monotonically 
increasing as a function of x = (x1 , •.• , xm_ 1) in this sense: if x 1 = (xL ... , x~_ 1 ) 
and x 2 =(xi, ... , x~_1 ) and x] ?:3 xJ for all j = 1, ... , m -1, then the ith function 
above evaluated with x = x 1 is greater than or equal to the ith function above 
evaluated with x = x 2

, for i = 1, ... , m -1. 
The first equation (fori= 1) of(8) 1 gives a function from the unit (m- 2)-cube, 

0 <xi ,; 1, i = 2, ... , m - 1, into the interval 0 < x1 ,; 1: 

(14) 

Under the constraint (14), the second equation (fori= 2) of (8) 1 also has a right 
side that decreases monotonically, and a left side that increases monotonically, 
as x2 increases in the interval 0 < x2 .;;; 1. Therefore a function 

(15) 

from the unit (m- 3)-cube, 0 <xi,; 1, i = 2, ... , m -1, into the interval 0 < x2 .;;; 1 
is determined. Hence both (14) and (15) are determined simultaneously by the 
first two equations of (8) 1 • Continuing to the last equation of (8) 1 , we obtain 
recurrence relations 

Xz = xz(x3, ... , Xm-1), 

Xm-2 = Xrn-z(Xm-1), 

Xm-1 = V, 

determined by (8) 1 • Because Vis determined, the solution x = (x1 , ••• , Xm- 1) of 
(8) 1 is also determined. Since x depends on c, we write x = x(c). 

It is evident from the form of the Eqs. (8) 1 that a small change in c will lead 
to a small change in x(c); further, by implicit differentiation, that x(c) is a 
differentiable (vector-valued) function of c. 

Let xi( c1), i = 1, .. . , m -1, be a solution of (8) 1 for c = c1 • If c2 > c1 , it is 
obvious that 

i = 1, ... , m -1. 
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Hence 

X;(c2)<x;(c1) forc2 >c1. 

Corollary 1. For the solution X; (c), i = 1, ... , m - 1 of ( 8) 1 , the functions of c, 

F;( c)= c[ Ynd1 + Y;2d2x1(c) + · · · + Y;mdmx1( c) · · · Xm-1(c)], 

i = 1, ... , m - 1, increase monotonically with c. 

Proof Obvious from (8) 1 and Lemma 1. 

Corollary 2. Let x'/' and x'/'*, i = 1, ... , m -1, be solutions of (8) 1 for given c* 
and c**, respectively. Let x~ = c*, x~* = c**. If x'/' = x'/'*, i = 0, 1, ... , p- 2, but 
x;_ 1 .:P x;!h then 

[( 
m j-1 ) ( m j-1 )]/ _I YA IT xt - .I YA IT xt* (x;_1- x;!J > 0, 

;=p k=O ;=p k=O 
(16) 

i = p, ... , m-1; p = 1, ... , m-1. 

Proof Equation (16) follows directly from Corollary 1 when p = 1. Suppose p > 1. 
If x'/' = x'/'*, i = 1, ... , p - 2, we can regard the two sets of functions x'/' and 

x'/'*, i = p, ... , m -1, as solutions of the equations 

A;+ Bpxp-1[yipdp + Yi,p+ldp+ 1Xp + · · · + Y;mdmxp · · · Xm_ 1] = -ln X;, (17) 

i=p, ... , m-1, 

corresponding to the parameters x;_1 and x;!1 respectively. Here 

p-1 j-1 

A;= I YA IT xt, i=p, ... , m-1, 
j=1 k=O 

and 

are regarded as constants (depending on xr = x'/'*' i = 1' ... ' p - 2). 
Now regard Xp- 1 as a parameter in (17). As in Lemma 1, fori= p, ... , m -1, 

the solutions X; of (17) are decreasing as functions of xP_ 1• Therefore, again as 
in Lemma 1, 

i=p, ... , m-1, 

are increasing monotonically with xP_1. Hence (16) holds for x;_1 ,e x;!1• 

Lemma 2. If 

[ 
m J - - - - -2 Yn- 'Ynd1 > _I yijdi e , 

;=2 
x0 ( c) = c, i = 1, ... , m, (18) 

then X;( c) given by (9) are monotonically decreasing functions of c, i = 1, ... , m. 

Proof. According to Lemma 1, if X;( c), i = 1, ... , m -1, solve (8) 1 , then the 
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functions on the right, and therefore also the left, of 

[-In X;(c)]jc = 'Yildt + 'JI;zdzxt(c)+ · · · + 'Y;mdmxt(c) · · · Xm_ 1(c), 

i= 1, ... , m -1 

are monotonically decreasing in c. Then 

dj de {[In X;( c)]/ c} =[ex:( c)- x;(c) In x;]j[c2x;(c)] > 0, 

ex:> X; In X;, i = 1, ... , m -1. 

Therefore, from (9), recalling that x0(c) = c, 

(19) 

d/ de X;(c) = -.i;(c){J
1 
'YA JL xk(c)j c+ c[ Y; 2x; + · · · + Y;mdm(X1 • • • Xm)'] }· 

From (19), we have 

dj de X;(c) <-.X;( c){ Yild1 + Y;zdzx1(1 +In Xt) + · · · + Y;mdm[:Q: xk J 

x[1+ln :Q: xk]}. 

Using the elementary inequality 

( IT xk)(1+ln IT xk) ;;;<-e-2
, 

k~l k~J 

i = 1, · · ·, m -1, 

in combination with condition (18), we have 

Yildt+Y;zdzXt(1+lnxl)+·. ·+'Y;mdm[mit xk](1+ln mrt xk) 
k~J k~l 

Then x:(c)<O. 

Corollary 3. Let S 1(c)=d1c+d2 cx1(c), where x 1(c) solves (8) 1 • Then S 1(c) 
increases monotonically in c. 

Proof From (9), it is evident that S1 (c)= -In X; if we take Yil = y;2 = 1 and yij = 0, 
j = 3, ... , m. With this assumption, and recalling that d1 > d2 , it is obvious that 
(18) is satisfied. Thus, from Lemma 2, .i;(c)=exp{-S1(c)} decreases monotoni­
cally and sl (c) increases monotonically as functions of c. 

Corollary 4. For xt and xt*, i = 0, 1, ... , m -1, as in Corollary 2, with xt = xt*, 
i = 0, 1, ... , p- 2, we have 

[(dp-X;- 1 + dp+tx;_Ix;)- (dp-X;~'t + dp+Ix;.:t'tx;*)](x;_1 - x;.~'t);;:,: 0. (20) 

Equality holds if and only if x;_ 1 = x;">!\. 

Proof When p = 1, (20) follows directly from Corollary 3. Corollary 4 extends 
Corollary 3 to the case p > 1. 
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Using the notation introduced after (17), define 

Y; = exp(A;)X;, i = p, ... , m -1. 

Equation (17) could be written as 

Bp-Xp-1[ '}';pdp+ l'i,p+ldp+1Yp + · · · + 'Y;mdm}'p · · · Ym-1J = -ln Y;, (21) 

i=p, ... , m-1, 

wheredP = dP,d; = d; exp{-I~'":!P Ak}, i = p+ 1, ... , m -1, andxP_1 is a parameter. 
Because A;> 0, we have the inequalities di+1 < d;, i = p, ... , m- 2. 

For a solu~ion of (21) corresponding to Xp-1, we consider the function of Xp-1 

Sp(Xp-1) = dp-Xp-1 + dp+1Xp-1Xp(Xp-1) = dp-Xp-1 +dp+1Xp-1Yp(Xp-1). 

It is clear from Corollary 3 that SP(xp_1) increases monotonically with Xp- 1. xf 
and xf*, i = p, .. . , m ·-1, are solutions of (21) corresponding to x;_1 and x;!1 
respectively. Therefore (20) holds. 

Lemma 3. For given c, there is only one solution of (8) 1 in the unit (m -1)-cube. 
Proof According to Theorem 1, the solution of Eq. (8)1 corresponds to the 
equilibrium of a special model of population dynamics, 

n;+1(t+ 1) = s; exp{ -i~1 yijnj(t) }n;(t), i = 1, ... , m -1, n1(t) =c. (22) 

in which reproduction measured by n1(t) is a constant independent of the 
population size. To prove the uniqueness of the solution of (8)1, we have only 
to prove the uniqueness of the equilibrium of model (22) for a given c. 

Suppose there are two equilibria, nf and nf*, i = 1, ... , m for a given c. If 
we prove that nf = nf*, i = 1, ... , p (p ~ 1) implies n;+1 = n;!t. then, since 
nf = nf* = c, Lemma 3 is proved. 

To prove this, using the mean value theorem, we have 

( * **)- ( * **)- { ~ . *} * { ~ **} ** np+1- np+1 nP- nP - sP exp -/::
1 

l'pini nP- sP exp -i';:
1 

l'pini nP 

-(n;- n;*) 

= -A(n;- n;*)- B{ I l'pi(nj- nj*)}, 
]=1 

where 

A= 1- sP exp{- _I l'pjnj} > 0, 
]=1 

B = sP exp{ -i~1 l'pJnj + (J(nj*- nj)] }n;* > 0, 

Hence 

(n* -n** )2-(n*-n**)2 p+1 p+1 p p 

= [(n;+1- n;!1)- (n;- n;*)][(n; + n;+1)- (n;* + n;!1)] 

= -{ A(n;- n;*)+ BL~1 l'pi(nj- nj*) ]}[(n;+ n;+1) -(n;*+ n;!1)]. 
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If the solutions xt and xt* of (8)1 correspond respectively to the equilibria nt 
and nt* of (22), then 

i 

nt+1 = di+1 IT xt, 
k=O 

When p = 1, we have 

i 

nt+*i = di+1 IT xt*, i=O, ... , m-1. 
k=O 

(nf- nf*)2 -(nf- nf*)2 = -A(nf- nf*)[(nf+ nf) -(nf*+ nf*)] 

(23) 

-BL~1 'Y1Jnf-J
1 

'Y11nf* }<nf+nf>-(nf*+nf*)]. 

From (23) we get 

nf- nf* = x~- x~*, (nf + nf)- (nf* + nf*) = (xt + d1x~xf)- (xt* + d1x~*xf*), 
m m m j-1 m j-1 

L yljnf- L yljnf* = L Y1A IT xt- L Y1A IT xt*. 
}=1 }=1 j=1 k=O }=1 k=O 

Using Corollaries J and 3, we have 

(nf- nf*)2 -(nf- nf*f::,;; 0 

hence 

lnf- nf*l::,;; lnf- nf*l. 

When p > 1' suppose that n r = n t*' i = 1' ... 'p - 1. These equalities hold if 
and only if xt = xt*, i = 1, ... , p- 2. Because 

we have 

(n; + n;+1)- (n;* + n;.~'t) = DJ: xt }capX;-1 + dp+1x:-1x;) 

- (dpX;~1 + dp+1x;~1x;*)], 
m m m m 

L 'Yp1nf- L 'YpJnf* = L 'YpJnf- L 'Yp1nf* 
j=1 j=1 j=p j=p 

m j-1 m j-1 

= r YpA IT xt- r YpA ll xt*. 
j=p k=O j=p k=O 

From Corollaries 2 and 4, it follows that 

(nt+I- n1Jtf- (nt- n1*)2
::,;; 0, i=2, ... , m-1, 

hence 

In* - n** I"" In*- n**l p+1 p+1 ___, p p . 

If n; = n;*, then n;+t = n;!1• 

Proof of Theorem 2. According to Lemmas 1 and 2, X;(c) in (8h and x;(c) 
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in (9) are monotonically decreasing functions of c. Therefore 
F(xt. ... , Xm-1 , Xt. ... , Xm) is a monotonically increasing function of c. Because 
x;(O) = X;(O) = 1, and limc->+oo X;( c)= 0, we have 

lim F(xt. ... , Xm-t. Xt. ... , Xm) = 1 > 0, 
c-++oo 

m 

F(O) = F(x1(0), ... , Xm-1(0), X1(0), ... , Xm(O)) = 1- L /;d;. 
i=1 

Here I~1 /;d; is the net rate of reproduction (NRR) when the population is 
density-independent. If NRR> 1, i.e. F(O) < 0, then Eq. (8h must have a unique 
and positive solution c. Hence (8) has a unique solution, and the equilibrium for 
model (7) exists and is unique. 

It is known (e.g. Keyfitz 1968, p. 102) that the matrix M has a dominant 
eigenvalue A> 1 if and only if NRR> 1. 

On the basis of Lemma 1, in case 2, where we assume Y!i = 'Y!i• we do not 
need the conditions of (18) for the first m -1 age groups but impose them only 
on 'Ymj• 

In case 3, when 'Y!i = y;, i, j = 1, ... , m, (8) 1 becomes 

cy;(d1 + dzx1 + d3x1x2 + · · · + dmx1 · · · Xm_ 1) =-In X;. 

Now replace the parameter c by the new parameter N (which turns out to be 
just the total population size) according to the transformation 

N = c(d1 + dzX1 + d3x1x2 + · · · + dmx1 · · · Xm_1). 

Then (8) 1 simplifies to X;= e-y,N. Because of the special form of Xm = e-ymN, 
Lemma 2 holds without (18). Equation (8)2 is changed to 

If N* is the unique solution 
N*j(d1+dzef+· · ·+dmeT · · · e!.-1). 
(nf, ... , n!.)r, where 

of (24), let e1 = e-y,N* 
The equilibrium must 

and 
be 

nf = c*d1, nf = c*dzef, nt = c*d3efef. ... , n!. = c*dmef · · · e!.-1. 

(24) 

c*= 
N*= 

From this, it is evident that the solution N* of (24) is simply the total population 
at equilibrium. 
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