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. INTRODUCTION

Proteins are directly responsible for almost all of the metabolic processes that
occur within a cell. Specialized proteins are used for the generation of structural
elements in a cell or an entire organism. The elaborate structure of DNA in a
cell, now referred to as its genome, is meant to record the structure of an
organism’s proteins, both to serve as a template for the construction of copies
of those proteins and fo pass that crucial information on to the next generation.
The proteins encoded by a genome can be organized into larger structures that
are used as cellular machinery for performing specific tasks in a cell, such as
transcribing DNA into more protein (which requires several discrete protein-
based machines), transporting other molecules through membranes, or automat-
ically repairing damage to cellular subsystems. When genetic material is passed
from one generation to the next, it is also necessary to pass a complete working
sct of protein-based machinery for the reading of the DNA strands and per-
forming all other necessary steps in cell metabolism.

Individual proteins are composed of discrete polypeptide chains, called
subunits, that may be linked together either covalently or by the local structure
of the surrounding solvent molecules, The linear sequence of individual amino
acid residues in a particular polypeptide chain is referred to as the “primary
structure” of the polypeptide. This primary structure is what is directly encoded
by an organism’s genome. Also encoded in the genome are the instructions to
make protein-based machines for the express purpose of modifying particular
residues in other proteins. These modifications occur after a polypeptide has
been and are therefore called “posttranslational” modifications.

It should be noted that the word “protein” is normally used very loosely
to describe a number of different physical or conceptual objects. This confusing
state of affairs exists because the word protein was used originally to describe
materials present in living organisms that performed particular tasks or cata-
lyzed specific reactions, without reference to what these materials were chemi-
cally. Now that the fundamental structure of the molecules that carry out these
tasks is known, the functionally derived names for proteins may be either inap-
propriate or slightly misleading, but they carry with them the weight of history.
The realization that a particular protein may be a small part of a much larger
machine makes the functional definition of a protein even more difficult. Re-
gardless of shifts in philosophy about the true name and function of a protein,
the component subunit polypeptide chains are real physical objecis that are
amenable to study and analysis.

This chapter describes the application of mass spectrometry to the analy-
sis of the subunit polypeptide chains that are the building blocks of a protein
{or protein-based machine), These polypeptide chains are the direct products of
genome transcription and therefore their original structure can be predicted with
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a knowledge of an organism’s genome. Until recently, mass spectrometry was
seen as a possible method for the determination of the primary structure of a
polypeptide without reference to genomic information, in a manner analogous
to Edman sequence analysis. The task has proved to be difficult, because of the
unpredictable gas-phase cleavage behavior of peptides. Fortunately, genomic
sequencing methods have made this task unnecessary in a growing list of spe-
cies. The complete nucleic acid sequences that in turn correspond to all of the
polypeptide sequences produced by those organisms are now known with a fair
degree of reliability.

The existence of a truly huge amount of nucleic acid sequence informa-
tion has opened up the field of protein analysis by mass spectrometry in unfore-
seen directions. It has, however, introduced a new problem: How can mass
spectroscopists gain access to this information in a format that is appropriate
for their work? Sequence databases were originally distributed in book form,
but the paper format soon became too difficult to use because there is no possi-
bility of properly indexing and searching the sequences for particular patterns.
The compact disk read-only memory (CD-ROM) format became the standard
method in the early 1990s, but this computerized format has become cumber-
some because of the rapid rate of sequence generation. To stay current, these
CD-ROMs needed to be replaced on a monthly basis, which is too costly. In
the latter hatf of the 1990s, the distribution of databases has been almost com-
pletely replaced by electron-based formats (communications network transport).
Using the currently popular Internet protocol (discussed later), it is possible to
easily send information from one computer network to another, allowing the
exchange of gigabytes of information with the same ease as making a telephone
call.

Philosophically, all of the new applications of mass spectrometry can be
viewed in terms of a simple hypothesis—confirmation model of experimental
design [1]. If a hypothesis can be made about the structure of a polypeptide, an
experiment can be designed in such a way that a mass spectrometric measure-
ment will either confirm or disprove that hypothesis. A straightforward case
(see Fig, 1) would be a polypeptide sample in which the amino acid sequence
is thought to be known, such as a peptide produced by recombinant DNA meth-
ods. The known sequence can then be treated as a hypothesis: If this hypotheti-
cal structure is true, then cleaving that polypeptide with a sequence-specific
protease should result in a collection of peptides with a certain set of allowed
molecular masses, Performing the experimental cleavage and measuring the
masses of the resulting peptides either will confirm the hypothetical structure,
or will suggest that some parts of that hypothetical structure are incorrect.
Hypotheses about those incorrect portions of the structure can then be formu-
lated and tested by further experimentation. This type of experimental design
leads to either the determination of the posttranslational modifications that have
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been made to the polypeptide or to the discovery of errors in the nucleic acid
sequence used as the basis of the original hypothesis.

The use of the combination of computers, analytical chemistry, and data-
bases has been christened “bioinformatics.” The following sections discuss the
fundamental aspects of network-based resources that can be used to help ana-
lyze protein mass spectra, using bicinformatics methods, rather than manual
calculations and analysis. The structure and use of the protein sequence data-
bases currently available are reviewed, along with the current methods of ac-
cessing these data. These databases are the core of current protein chemistry
network-based applications, so understanding the differences between databases
is very important. These databases are currently available in the form of net-
work-connected resources. Some discussion of the state-of-the-art of network
information retrieval fechnology will also be presented, Details of hardware and
software construction are flecting; however, the general framework of server—
client relationships and the principals of network-based computing are suffi-
ciently important that they are discussed in some detail.

Il. PROTEIN SEQUENCE DATABASES

Databases have become the preferred method for storing both polypeptide
amino acid sequences and the nucleic acid sequences that code for these poly-
peptides. The databases come in a variety of different types that have advan-
tages and disadvantages when viewed as the hypothesis for a polypeptide iden-
tification experiment. The properties of the most common databases currently
in use are listed in Table 1.

While the “database entry” for an amino acid sequence may appear to be
a simple text file to a user browsing for a particular polypeptide, many data-
bases are being organized into very flexible, complicated structures [2]. The
detailed implementation of the database on a particular system may be based
on a collection of simple text files (a “flat-file” database), a collection of tables
(a “relational” database), or it may be organized around concepts that stem
from the idea of a protein, gene, or organism (an “object-oriented” database).
The organization of the database is of more concern to programmers than it is
to the user, and it does not directly affect the usefulness of the database for
protein analysis and identification.

Any protein sequence database contains a collection of amino acid se-
quences represented by a string of single-letter codes for the residues in a poly-
peptide, starting at the N-terminus of the sequence. The letter codes may be
either upper case or lower case, depending on the database interface. These
codes may contain nonstandard characters to indicate ambiguity at a particular
site (such as “B” indicating that the residue may be “D” or “N”). All of the
sequences have a unique number—letter combination associated with them that
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Table 1 Sequence Databases Currently Used for Protein Bioinformatics

Peptide Nucleic acid  Peptide Sequence Entries
Database sequences  sequences annotation Redundancy reliability (/1000)
SWISSPROT {3} Yes No Complete Low Excellent 59
PIR [4] Yes No Complete Moderate  Excellent 95
EMBL [5] No Yes Some High Good 1438
TREMBL {5] Yes No Some High Good 137
GENBANK [6] No Yes Some High Good 1766
GENPEPT [6] Yes No Some High Good 262
OWL [7] Yes No Some Low Good 210
dbEST [8] No Yes None Very high Low 1317

Note: The sequence reliability for GENBANK and EMBL refers to the normal nucleic acid se-
quences stored in those databases. These databases also include expressed sequence tag data, which
are not as reliable.

is used internally by the database to identify the sequence, usually referred to
as the accession number for the sequence (more technically referred to as a
“key attribute” for the database entry).

A. Redundancy

A sequence database may contaln multiple copies of a particular sequence (re-
dundant entries) or it may have been constructed so that there are no multiple
copies—that is, it is nonredundant, The presence of redundant sequences in a
database may have several origins. The cause may be a historical accident, such
as the entry of the same sequence under more than one “protein” name becanse
of confusion about the function of the protein, or it may be deliberate—for
example, multiple entries for a polypeptide sequences that has been spliced
together after translation. The presence of many copies of the same sequence
in a database has the effect of making the database larger, resulting in slower
searches. It also may result in multiple hits in a protein identification experi-
ment, while all of the hits are actually the same molecule. Database managers
are currently engaged in the process of removing as many redundant entries as
they can find from their databases. Some databases exist only te be nonredun-
dant collections of sequence entries from other redundant databases.

B. Annotation

Databases may contain a combination of amino acid sequences, comments, lit-
erature references, and notes on known posttranslational modifications to the
sequence. A database that contains all of these elements is referred to as “anno-
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tated.” Other databases only contain the sequence, an accession number, and a
descriptive title. Annotation of each enfry is obviously very time-consuming
and difficult to maintain without errors; therefore annotated databases usually
have many fewer sequence entries than nonannotated ones. Annotation also
implies that some functional or structural information is known about the ma-
ture protein, as opposed to a sequence that is known only from the translation
of a stretch of nucleic acid sequence. Even the best annotated databases now
include large numbers of entries that have very little real information about the
mature protein other than some reference to who sequenced and translated the
nucleic acid sequence.

Annotated databases are technically superior for performing protein iden-
tification searches, because they contain information about the true form of the
mature protein, making search misses caused by posttranslational modifications
Iess likely. They also can screen out spurious hits that could occur if parts of
the sequence that are not present in the mature protein are included in the
search. The nucleic acid sequences of many polypeptides contain stretches of
sequence that are removed either immediately following translation of the pre-
protein (signal peptides) or when an inactive proprotein is activated by the
removal of the corresponding propeptide. Including these pre- and propeptides
in the search may lead to errors.

Nonannotated databases have the tremendous advantage of being simpler
to maintain. This simplicity means that new sequences are incorporated more
quickly and the effort necessary to verify all new entries is not required. Sev-
eral very large amino acid sequence databases (GENPEPT and TREMBL) are
simply translations of corresponding large nucleic acid databases (GENBANK
and EMBL). The number of entries in these translated databases makes them
very attractive for protein identification searches because the chance of finding
positive hits is much greater than in the much smaller annotated databases, It
is necessary to be much more careful about interpreting the results from search-
ing this type of database because no information about the mature polypeptide
is available, Even with this caveat, the large number of polypeptide sequences
available in nonannotated databases and the cwrrent ascendancy of molecular
biology have resulted in their use as the hypothetical data set for comparison
with experiment in protein identification searches.

C. Sequence Reliability

It is usually assumed that if something is published, it has been proofread and
it is letter perfect, Protein sequence databases are generally not proofread and
they are far from perfect. The problems stem from several sources. A major
problem is that the data is difficult to proof, once it is manually entered into
the database. The sequences are a string of random-looking capital letters and
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it is difficult to pick out typing errors in this type of text. Database creators
have different schemes in place to screen out typing errors, but they remain a
consistent problem in all databases and they tend to migrate from database to
database. If the detailed sequence of a protein is necessary for comparison with
the primary structure of a sample, it is always necessary to check the original
source of the data (frequently a journal article) to verify the sequence. Relying
too heavily on the accuracy of protein sequence database has led to misunder-
standings and confusion between groups examining the same protein.

The automated calling and transmission of sequences into a database di-
rectly from nucleic acid sequencing machines has practically eliminated human
error in the data entry in some types of sequences, such as expressed sequence
tags. This type of entry introduces a new class of error into a database, how-
ever. In order to achieve high-throughput sequencing, it is not possible to inves-
tigate portions of a particular sequence that cannot be called reliably. The cur-
rent generation of sequence calling software will place an N at any position
where the sequence cannot be called with confidence. Nucleic acid databases
are accumulating sequence containing N’s faster than they are accumulating
sequences that are completely characterized. Automated sequencing software is
also written with the idea that it will make errors in calling the sequence at
some rate. This error rate will be unevenly distributed in particular sequences,
Sequences called from good, strong signals will be very nearly perfect, while
sequences catled from poor quality data will have a very high error rate. Both
sequences will appear the same in the database; no measure of signal strength
or residue assignment confidence exists in current databases. It is therefore wise
to treat all sequences that are not derived from journal publications as raw data,
that is, with a certain amount of skepticism.

Another source of “reliability” problems arises even in cases where peer-
reviewed journal articles describing a sequence exist. Most complete sequences
of mature proteins are the results of several publications that may disagree in
detail, Many “conflicts”” exist between different references on the same protein,
Annotated databases usually include some indication of these conflicts between
sequences, but the sequence actually entered in the database represents one or
the other of the sequences published. Database searching and sequence match-
ing software does not take these conflicts into account: It considers the se-
quence as entered in the database as true. This situation is frequently the case
for proteins where both protein sequencing and nucleic acid sequencing has
been performed. Generally, the nucleic acid sequence seems to be more reli-
able, but nucleic acid sequencing gives no indication of posttranslational modi-
fications or sequence conflicts that arise because of real variation in protein
sequence within a population. The proportion of database entries with sequence
conflicts is decreasing, because most sequencing is now only done once by
nucleic acid sequencing from homogeneous cell populations, This style of se-
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quence determination eliminates the possibility of the discovery and reporting
of conflicts.

D. Protein ldentification

Frequently, the sequence of a particular polypeptide is not known, even though
the complete genomic sequence of the organism is available. This problem ex-
ists because there is no simple, direct method of connecting an experimentally
observed polypeptide with the genomic sequence; that is, a band on a sodium
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) gel cannot be
connected to a gene without considerable effort. It is this particular problem
that has attracted the attention of protein chemists and their mass spectrometers.
A number of mass spectrometer-based experiments have been formulated to try
to connect a stained band on a gel with genomic information. All of these
experiments are the result of the realization that the sum total of the genomic
information from an organism can be treated as one big hypothesis. If one is
confronted with an unknown polypeptide, it is reasonable to make the hypothe-
sis that this polypeptide sequence is encoded by the known nucleic acid se-
quence, along with thousands of other polypeptides. If it is possible to generate
a set of mass spectrometric data points that can be tested against this hypotheti-
cal nucleic acid sequence by some algorithm, then there is the possibility of
linking the real polypeptide with the portion of genome that produced it.

The process of linking molecular mass data with a translated genomic
sequence has come to be called mass spectrometric “protein identification”—a
rather inaccurate but evocative name [9-13]. Various clever strategies have
been formulated for producing mass spectrometric information that is suffi-
ciently unigue to identify a particular stretch of genomic sequence. While there
is no & priori reason to believe that such strategies can in fact be devised, the
sequences of real polypeptide subunits greatly aid the process. The sequences
of real subunits are extremely vatied, even in molecules with similar three-
dimensional shapes. The fact that amino acid residues with very similar physi-
cal properties have different molecular masses means that sequences that per-
form similar but discrete tasks in a cell will produce mass spectrometric data
that can distinguish between the two molecular species.

The general pattern of the experiments used to identify proteins is similar
to that illustrated in Fig. 1, but with the addition of bioinformatic database
searching. Some combination of specific and/or nonspecific peptide bond cleav-
age experiments is performed and the experiments are mass analyzed. The de-
termined masses are then compared against the collection of hypothetical poly-
peptide sequences in a genome. A match between the experimental results and
the hypothetical sequences is then made on the basis of some reasonable algo-
rithm that scores the probability that a particular sequence could give rise to
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cleavage

sequence

RPKHFIKHQOLPQEVLNENLERFFVAPFFE
VFGKEKVNELSKDIGSESTEDQAMEDIKQM
BAESISSSEEIVPNSYEQKHIQKEDVPSER
YELOYLEQLLRLKKYKVPQLEIVPNSAEERL T
HSMKEGTHAGQKEZMIGVNQELAYFYPELF 1000 2600
RQFYQLDAYPSGAWY YVPLGTQYTDAPSES

DIPNPIGSENSEKTTMELW

th tical
Hypothetical cOrenea ‘ ‘ H

compare ?
Protein experimental
sample cleavage & MS 1000 2600

Filgure 1 Typical hypothesis-driven, protein mass spectrometry experiment. Hypothet-
ical sequences are screened against an observed protein cleavage pattern, A good match
between the two patterns constitutes “identification”—that is, the hypothetical sequence
is assumed to be the measured protein’s primary structure.

the experimental results. The original polypeptide is then “identified” with the
hypothetical sequence that produces the best score.

Any information about a polypeptide’s partial sequence can be used in
combination with the measured masses of peptides generated by proteolysis to
constrain the search for a polypeptide. Several strategies using multidimen-
sional mass spectrometry (MS/MS) have been demonstrated. Figure 2 illustrates
this type of bioinformatics experiment. A single peptide from a protein digest
is subjected to MS/MS measurement and the observed pattern of fragment jons
is compared to the patierns of fragment ions predicted from database sequences.
This type of comparison can be very constraining, resulting in high-confidence
identification of the peptide with a known sequence. The approach is very at-
tractive, requiring only one or two peptides to identify a protein sequence [14—
201.

Figure 3a shows a MALDI ion trap mass spectrometry (ITMS) spectrum
of a tryptic digest of an unknown protein from Saccharomyces cerevisiae that
was observed as a spot on a gel. The spectrum has more than a dozen major
peaks. If the corresponding masses are used to search all S, cerevisiae se-
quences in OWL with ProFound, a list of the proteins that are most likely to
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Figure 2 Flow chart showing the steps in a complete protein identification MS/MS
experiment.

give the observed tryptic map is obtained (Table 2). In this example, subunit
P130 of eukaryotic initiation factor 4F (IF42__YEAST) is the most probable
profein. To further increase the confidence in the identification, the jons with
milz = 2596 were isolated and fragmented (Fig. 3b). The spectrum contains three
major fragment ions. The peak at mfz=2468 is loss of the C-terminal lysine
and contains little information, The two other fragment peaks, on the other
hand, correspond to fragmentation at the C-terminal side of acidic amino acids.
If a database is searched for proteins that have tryptic peptides with mass 2595
Da that fragment at the C-terminal side of acidic amino acids to give rise to b
or y jons with mass 1984 and 2337 Da there is only one yeast profein
(IF42_YEAST) in the public databases that agree with this information, The
tryptic peptide is AQPISDIYEFAYPENVERPDIK and the two fragment ions
correspond to fragmentation on the C-terminal side of the aspartic acids at
residues 6 and 20, respectively. If a theoretical trypsin digest of 1IF42_ YEAST
is compared with the peptide map, all major peaks can be assigned to tryptic
peptides from IF42__YEAST or to peptides from autolysis of trypsin.
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Figure 3 (a) MALDI-ITMS spectrum of a tryptic digest of an unknown protein from
8. cerevisiae. (b) MALDI-ITMS/MS spectrum if peptides at m/z=2596 (unpublished
results, Jun Qin, NIE).

The observed molecular mass or isoelectric point of a polypeptide can
also be used to constrain a mass spectrum pattern-matching search, although
care must be taken not to apply this type of constraint too firmly. When nonan-
notated nucleotide sequence databases are used (such as TREMBL or GEN-
PEPT), subsequent processing can greatly aiter the pI or molecular mass of a
protein, so much so that no identification can be made, For example, the smali,
highly conserved protein ubiquitin (SWISSPROT accession number P(2248)
has a molecular mass of 8.6 kD, which is the mass that would be measured by
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Table 2 Result from a ProFound Search of All 8. Cerevisige Proteins in OWL with
Masses from Fig. 3a

1. IF42_YEAST (probability = 7.9e-01) EUKARYOTIC INITIATION FACTOR 4F
SUBUNIT P130

2. NPR1_YEAST (probability = 2.8e-02) NITROGEN PERMEASE REACTIVATOR
PROTEIN

. 863138 (probability = 1.9¢-02) PROBABLE PROTEIN KINASE NPR1

. RL3E_YEAST (probability = 1.8¢-02) 608 RIBOSOMAIL PROTEIN L30E

. SCYOR206W (probability = 1,5e-02) HYPOTHETICAL PROTEIN SCYOQR206W

. CBF5_YEAST (probability = 1.4e-02) CENTROMERE/MICROTUBULE BINDING
PROTEIN CBF5

7. 852893 (probability = 9.5e-03) HYPOTHETICAL PROTEIN YMRO44W

L B W

Note: mfz = 2164 and 2275 were not used in the search, because they are from autolysis of
trypsin.

a mass spectrometer or a gel. A simple keyword search of the translated-nucleo-
tide database GENPEPT results in several sequences for the same protein [ac-
cession numbers M26880 (77 kD), U49869 (25.8 kD) and X63237 (17.9 kD)].
None of these nucleotide-translated sequences give the correct molecular mass
or pl, so using those parameters to limit a search would result in missing the
database sequence altogether. Only annotated databases that fully outline
known modifications can be used when the propertics of the mature protein are
being used to constrain a search.

All of the protein identification strategies just outlined are currently avail-
able as CGI programs (discussed later) that can be accessed using a browser.
Table 3 is a list of the programs available, as well as some of the relevant
characteristics of the programs. The list of available programs will change with
time, as will their features, but the table should remain a reasonable starting
place for several years.

E. Software Strategies for Protein Identification

Because there is a range of CGI software available for protein identification,
this application can serve as an example of the types of choices that must be
made to create a bioinformatics application for mass spectrometry. Some pro-
tein identification software takes the original protein sequence database as input
and calculates all the proteolytic masses every time an identification 1s per-
formed. This has the advantage that the software can be easily modified to take
into account different kinds of additional information (see previous section).
Performing the mass calculations “on the fly” works well when the search is
performed using mass spectrometric fragmentation information. However, for
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peptide mapping speed becomes an issue. It is important that the search is fast
(<1 min) so that after obtaining some experimental data a search can immedi-
ately be performed and evaluated, so that a decision can be made whether the
information is enough or if more experiments are necessary. One way of in-
creasing the speed for peptide mapping is to first make a secondary database
that contains the masses of all possible proteolytic peptides that can arise from
enzymatic digestion of all the proteins in the original database. This secondary
database is then used for the search. Unfortunately, the secondary proteolytic
peptide mass databases usually take much more space than the original protein
sequence database,

The simplest way (o present the results of a database search with mass
spectrometric information is to list all proteins that match the constraints given.
This type of search is possible when the experimental data does not contain
much noise (e.g., when searching with mass spectrometric fragmentation infor-
mation). Since it is not always possible to separate proteins well, peptide maps
often contain more than one protein; therefore, peptide mapping algorithms
usually rank the proteins in the sequence database according the how well they
fit the list of masses provided in the search, This ranking can in the simplest
case be according to the number of masses that match proteolyic peptides in
the protein. More sophisticated algorithms take into account the size of the
protein, the spread of the proteolytic peptide mass errors, and the relative posi-
tion of the proteolytic peptides in the protein.

For mass spectrometric protein identification the ideal situation occurs
when the DNA sequence of the complete genome of the organism of interest is
available and all protein coding regions have been predicted correctly. In this case,
the search can be performed on a database of the translated protein sequences.
However, even with organisms having their genomes completed it can happen that
no known proteins match the experimentally obtained mass spectrometric con-
straints. In this instance, all the six reading frames of the complete DNA sequence
must be translated without regard to whether a region of DNA is considered to
code for proteins or not. If a nucleic acid sequence database is searched in this
way, it is possible to find proteins that have not been predicted from the DNA se-
quence or when a frame shift has occurred in a predicted protein. To be able to
find a protein in this way more information is necessary than when the protein
database is searched because a lot of noise will be introduced by the six-reading-
frame translation of both coding and noncoding regions.

If the protein of interest is posttranslationally modified, the identification
problem becomes more complicated. Most protein identification algorithms can
handie modifications that are present at all occurrences of an amino acids (e.g.,
alkylation of cysteines where the chemistry can be tuned so every cysteine
residue is modified). Other modifications, like phosphorylation, that give a
known mass shift can be handled but increase the noise level, because many
more peptide masses have to be considered. Modifications like glycosylation,
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on the other hand, cannot be handled by the search algorithin because there are
many possibilities for the mass shifts. Usually posttranslational modifications
do not interfere with the identification because in most cases only a few of the
proteolytic peptides bear modifications; however, they do become a significant
issue when the detailed structure of a molecule is to be determined..

fIl. NETWORK-BASED ACCESS TO INFORMATION
A. Computer Networks

Computers have been connected together with communication lines for many
years. Originally, these lines allowed the transfer of data from one computer to
another, or from a terminal to a particular computer. The network consisted of
a continvous wire connection between the computers and teriminals, taking the
name “network” from the electrical engineering word that refers of a set of
interconnected wires,

Modern usage of the term “computer network”™ refers to a much more
complicated arrangement of compufers, wires, and/or fiber-optic cables and
software [29]. The wires themselves are no longer “the network”: They are now
the method for “connecting to the network.” In a typical, modern analytical
laboratory, the same set of wire cabling will carry AppleTalk, Microsoft, and
Internet protocol network messages. Telephone lines can be used for the same
purpose. The word “network” no longer has a precise meaning out of context;
it is used in conjunction with other words to fully describe what type of tech-
nology is being used to communicate between computers. For the purposes of
this discussion, “network” designates the combination of cables, software, and
computers necessary to send a message from one place to another.

B. The Internet Protocol

At the same time that protein sequence information proliferated, a revolutionary
development in computerized network information access made it possible for
everyone to have nearly instant access to that information. This development
was the creation of a simple, standardized protocol for individual computer
networks to communicate with each other. With the widespread use of this
protocol, any computer that can be attached to a telephone line can connect to
a local network that communicates with any other publicly accessible network.
The concurrent development of powerful, inexpensive computers and mass data
storage devices has lead to a rapid rate of change in information storage and
access technologies. To someone working with these rapidly changing techno-
logies, William Gibson’s description of using a future global information access
system as the projection of disembodied consciousness into a consensual hallu-
cination seems to have come true.
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The protocol for internetwork communication that has given rise to this
consensual hallucination is called the Internet Protocol (IP) [30]. While the
popular media frequently discusses the “Internet” as though it is a physical
object that can be examined and judged, it does not exist at any level other
than the imagination. The Internet Protocol was designed to allow any com-
puter network to exchange information with any other computer network, re-
gardless of the architecture of the networks communicating with each other.
Therefore, using IP, network software companies are free to maintain the pro-
prietary nature of their local-area network (LAN) or wide-area network (WAN)
systems without affecting IP communication. TP deals strictly with networks;
the characteristics of individual computer operating systems are not included in
the protocol specification. Each computer must have a layer of translation soft-
ware that mediates its communication with IP-compliant message. This layer is
called the transport control protocol (TCP): it intercepts all IP messages and
reformats them in such a way that a computer’s operating system can interpret
the message. The combination of TCP and IP software on a computer is called
a “TCP/IP stack.” The standard nature of the inputs and outputs from this stack
makes it much simpler for programmers 10 write software that deals with net-
work communication, rather than having to write interfaces for a large number
of proprietary network specifications.

The Internet Protocol’s success is based on three things, First, it is free.
It was developed for the U.S. government and the use of the protocol does not
require the payment of royaities. Second, it is straightforward to implement on
any computer or network. As any user of UNIX will attest, the combination of
free availability and straightforward implementation leads to software popular-
ity, regardless of the obvious shortcomings of the system [31]. Finally, 1P ad-
dresses the problem of transporting information between two networks over
unreliable physical connections (such as telephone lines) that may be slower or
faster than the networks that are trying to communicate. IP does this by break-
ing up any data into a set of small, formatted blocks that are referred to as
“packets.” These packets contain the information about where the information
is going and how they are to be reassembled into the whole message when they
are received, These packets are sent out from the source computer, through a
local-area network to a special computer that is called a “router.” The router
computer examines each packet that arrives and reads its destination address.
The routing computer will be able to send the packet to the comrect computer if
it is within its own LAN; otherwise, it will pass the packet on to another router.
The packet continues to pass from router to router until one is found that has
the destination computer attached to its LAN. The destination computer’s TCP/
IP stack then reassembles the message from the packets it receives and passes
that message up to the computer’s operating system. The process of passing
packets through routers that have lookup tables that allow them to guess where
to send the message next means that individual routers do not need to keep an
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exhaustive list of all of the computers in the world on IP-compliant networks,
which greatly simplifies the maintenance of the system. Packets are free to take
any path available between two networks that is currently available; routers are
free to make decisions about which path will be fastest or the most reliable on
a packet by packet basis. Therefore, even if an intermediate pathway is inter-
rupted or busy during the transmission of a message, subsequent packets are
free to find other ways to their destination without loosing data. Because indi-
vidual data packets can be switched to different routes based on load, it is
possible to squeeze much more information down a physical component (such
as a fiber optic) than can be done using a protocol that requires a continuous con-
nection, such as is made with a conventional telephone call or FAX message.

C. Client-Server Interactions

TInternet Protocol data packets can be used by a variety of software that commu-
nicates with the TCP/IP stack on a computer. By convention, part of the address
for a computer specifies a “port” number, which determines what piece of soft-
ware receives the information from the TCP/IP stack [10]. The file transfer
protocol (FTP), hypertext transfer protocol (HTTP) and the simple mail transfer
protocol (SMTP) refer to popular methods for sending information to and from
the TCP/IP stack. When information is being dispensed using these protocols,
even though many router computers are necessary for the message to be passed
along, only the sending and the receiving computer are important, These com-
puters are referred as either being a “client” or a “server.”” A client software on
the “client” computer requests information or action from the server software
on the “server” computer, which responds appropriately to the request. Figures
4 and 5 illustrate typical configurations for hypertext and e-mail transmission
using the appropriate combination of client—server protocols and IP networking.

It must be stressed that the client and server designations refer to software
running on a particular machine rather than to any special characteristics of a
particular computer or operating system. A single computer may be acting as a
client and a server simultaneously, depending on what software it is running.
Because requests for service can occur at any time, server software usually runs
continuously in the background on a computer. Operating systems that can run
programs simultaneously (referred to as “multithreaded” systems) are appro-
priate for running server software because they can respond immediately to
requests, Operating systems that allow multithreading, such as UNIX or Micro-
soft’s Windows NT, are therefore the most common choice to mn server soft-
ware, Single-threaded operating systems, such as the Macintosh OS, can be
used to run server software but the performance of the server can be seriously
compromised by the operating system.

The most flexible of these client-server software combinations is the
hypertext transfer protocol (HTTP). The protocol evolved around the idea of
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HTTP server

client

LAN LAN

IP backbone

Figure 4 Typical network arrangement for the World Wide Web client—server relation-
ship. The client computer is attached to a local-area network (LAN) of some configura-
tion, The client’s browser software makes a request using the HTTP format, which is
routed out of the LAN, through the IP backbone (which can be local or international in
scope). The HTTP request is finally received by the server, which is attached to its own
LAN. The server then responds to the client, sending its message back to the client over
the same 1P backbone, even though the physical routing of the message may be very
different.

SMTP server

client client
I —
POP POP

Figure 5 More complicated client-server configuration, commonly used to transmit
e-mail. To send e-mail, a client machine will send a request to a simple mail transfer
protocol (SMTP) server. The request contains the e-mail message and the address of the
recipient’s post office protocol (POP) server. The STMP server then sends the message
to the POP server. When the recipient “checks” its e-mail, the client machine makes a
request of the messages currently stored by the POP server, which responds to the re-
quest by sending the messages to the client,
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being able to transfer elaborately formatted text pages to client software and to
use highlighted portions of that text on the browser screen to request other
pages of text from a specified server. A page with this property is referred to as
“hypertext.” The IP address of the new page and the location of that page on
the server computer’s mass storage device are easily specified using a simple
text formatting language (the hypertext markup language, HTML), so anyone
can create pages and place them as files on a computer running server software.
HTTP has become ubiquitous because the protocol is royalty-free, it is straight-
forward to implement, and the client software (called a browser) is easy to use
and either free or very inexpensive,

D. CGI, Databases, and Protein Analysis

In addition to being able to transfer pages of hypertext, HTTP has been ex-
tended to allow the client to request the server to run another piece of software
that will accept some parameters from the client, perform some operation using
those parameters, and respond to the client using HTML-formatted hypertext
as output. The mechanism that the server uses for communicating with this
additional software is called the common gateway interface (CGI), frequently
referred to as “cgi-bin” because of a quirk in the conventional way for naming
UNIX directories. The original HTTP specification has been extended to allow
the inclusion of pictures along with text, and it also allows the server to respond
to a request in such a way that the client will start a piece of software (called
a “plug-in” or “helper” application) to receive and interpret the information that
the server pushes back to the client. The clever combination of server-side CGI
software and client-side browsers and plug-ins atlows for very sophisticated
interaction between the two computers in ways that were extremely difficult in
the past. Rather than the clumsy process of manually “logging on” to a remote
computer, running a remote program, downloading the results of that program,
and reformatting it in such a way that it could be displayed on a local computer,
HTTP hides the entire interaction behind a secure, easy-to-use interface that
produces attractive displays.

The use of CGI programs to manipulate databases held on a remote
server is potentially the most powerful application of network-based computing
to protein analysis. Maintaining accurate protein sequence databases and devel-
oping sequence analysis tools is a time-consuming specialized task that is be-
yond the average computer user. Therefore, databases are held on servers that
can be queried by users from anywhere that they can obtain a network connec-
tion and any computer capable of running a browser, including the newest gen-
eration of television receivers. Some programs exist that still attempt to perform
database searches locally; however, this type of computing is a temporary tran-
sition step between isolated computers and network-aware software. Even the
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mention this type of database computing will hopefully seem quaint by the time
this book is published.

E. Helpers and Plug-Ins

The CGI programs that have dominated the discussion so far revolve around
programs that run on a remote server, but that receive input and “push” output
back to a browser running on the user’s local computer. Programs also exist
that run on the local computer too, but are linked to the browser in such a way
that when certain types of data is pushed at the browser, the browser responds
by starting these other programs to deal with it. Applications of this type are
called “helpers” if they run as separate, stand-alone programs, or they are called
“plug-ins” if they require the browser to run. Many of these applications exist
for multimedia data types, such as compressed audio and video formats. Many
comunon programs can be used as helper applications, because the mechanism
used by current browsers to start a helper is to download the data to be read
into a file and then start up the helper with a command line parameter that
points it to the appropriate downloaded temporary file. Therefore, any program
that creates a specific type of file can be used as a helper application to display
and manage downloaded files of compatible types. For example, a word pro-
cessing application can be used as a helper to view documents created with any
compatible word processor.

Unfortunately, mass spectrometry has no commercially available plug-
ing or helper applications made specifically for that purpose. The necessary
multipurpose Internet mail extension (MIME) codes necessary to start these
programs in response to server data pushes have not been agreed upon. Each
mass spectrometer manufacturer uses its own data format, and the manufactur-
ers do not seem to have grasped the importance of people viewing data at
remote sites. These data formats do not generally economize on data storage,
resulting in very large files that are impractical to send over current networks
without unacceptible delays. The programs that are supplied for the analysis of
mass spectra in relation to known sequences are also based around the idea of
an isolated computer running only the manufacturer’s software.

One group (R. J. Lancashire, C. Muir, and . Reichgelthas) has devel-
oped a helper application around the JCAMP-DX data format [32], which is
available for Winl6 and Win32 operating systems [33]. The program was de-
signed for mass spectra obtained from small molecules, but it will certainly
deal with protein mass spectra. Unfortunately, mass spectrometer manufacturers
have specifically chosen not to support the JCAMP-DX format, so converting
spectra into this format may not be easy. Instead of JCAMP-DX, manufacturers
have opted for the ANSI standard QFS file format. This file format does not
support any type of data compression, resulting in extremely large data files for
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many types of protein and peptide mass spectra. These files are not suitable for
network exchange because of their size, but at least the data format is platform
independent (i.e., the byte order of the data is the same regardless of the op-
erating system that was used to create the file).

The authors of this chapter have also developed helper applications for
dealing with protein mass spectra and sequences, the Protein Analysis Work-
sheet (PAWS) [34] and “m/z” [35], and they are available for Winl6, Win32,
and Macintosh operating systems. “my/z” is a mass spectrum viewing program
that natively uses a highly compressed data format that was designed for data
warehousing of large numbers of complex protein mass spectra [1]. It can ac-
cept files in the native formats used by most time-of-flight mass spectrometer
manufacturers. PAWS is a protein sequence analysis tool that uses fuzzy-logic-
based rules to interpret the results of protein mass spectroscopy experiments.
PAWS can read data from any of the commonly used protein sequence database
entry formats.

IV. RESOURCES OF PROTEIN MS INTERPRETATION
A. General Considerations

Software produced by scientific laboratories is almost always written by gradu-
ate students or postdoctoral fellows with little or no formal training in software
engineering principles. The programs involved are written to solve particular
problems associated with the research in a laboratory and are normally written
to be used by the author. The code that results is usually very specific for a
particular operating system (OS), because the authors use the details of the
operating system to optimize the performance of the software. Distributing this
type of software to other laboratories is very difficult: Even slight differences
between the setup of superficially identical computers will cause unexpected
behavior from the program. This problem is exaggerated because most student
software is written for the UNIX OS because the operating system itself has
the character of a student project. Different versions (or flavors) of UNIX may
appear to be the same, but the small real difference may be so difficult to track
down that it is a waste of time for the average users, Most users are also very
intolerant of unexpected behavior (such as the program flashing unintelligibly
worded error messages), and most student authors are not interested in supply-
ing detailed support for their software (ascribing all errors to problems between
the chair and the keyboard rather than their software). Distributing and main-
taining a piece of software that is easily used and installed requires the dedica-
tion of a many people, ranging from small groups to huge corporate entities.
The CGI coupled with cheap, standardized World Wide Web browsers
has alleviated almost all of the difficulties associated with amateur software.
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Rather than sending code out to a user to install on the user’s own computer
(which must be of the same type as the program was developed upon), the
program is written so that it can accept input using CGI and produce output
that is compatible with HTML. The program can run on the computer it was
developed and debugged on, even thongh a user’s input and output was per-
formed on a remote computer of any type or configuration. Therefore, in order
for the authors to use the program themselves, they will eliminate all of the
bugs that other users will see, rather than relying on the authors’ altruism to
remove bugs that they may not be able to properly reproduce on their own
systems. HTML is a fairly simple page formatting language, making it easy for
authors writing programs to produce elegantly formatted output pages quickly.
The combination of the complicated nature of the tools for producing visually
pleasing output in any OS and the almost magical ability to use the program
from any place on earth {at least theoretically) makes CGI a very attractive
interface,

The prevalence of “amateur” software is a great strength of network-
based computing for scientists. The software tends to address problems associ-
ated with the cutting edge of scientific research and it need not address a prob-
lem that has any commercial motivation. If the piece of software is truly useful,
then the student will obtain gratifying positive reactions from people all over
the world and be encouraged to improve the program and to remove as many
of the bugs that existed in the initial release as possible.

The prevalence of “amateur” software is also a tremendous weakness of
network-based computing for scientists. The programmers rarely have any input
from the nonprogrammers that actually use the software, and they have no
particular reason to listen to any customer feedback that they receive. Conse-
quently, the user interfaces that allow access to CGI programs tend to be an
afterthought rather than the result of considered design. Consequently, the inter-
face tends to be ideal for debugging a program (which is of great concern to
the developer) rather than use of a program by an inexperienced user [11].
Documentation for the program is usually some combination of incomprehensi-
ble and incomplete, mainly because there is no conceivable justification for
having a student or postdoctoral fellow spending time writing program docu-
mentation when the person could be working on the software.

The following passage is a good example of the curious type of documen-
tation that currently exists for CGI programs:

EXPECT
The statistical significance threshold for reporting matches against
database sequences; the default value is 10, such that 10 matches are ex-
pected to be found merely by chance, according to the stochastic model of
Karlin and Altschul (1990). If the statistical significance ascribed to a
- match is greater than the EXPECT threshold, the match will not be re-
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ported. Lower EXPECT thresholds are more stringent, leading to fewer
chance matches being reported. Fractional values are acceptable, (See pa-
rameier B in the BLAST Manual).

This clearly incomprehensible passage was taken from the online documenta-
tion for BLAST (Basic Local Alignment Search Tool) and it explains the most
important numerical parameter for performing a search with the program. An
inappropriate selection for the EXPECT paramefter will result in a search that
will not find sequence similarities that exist, depending on the value of other
parameters and the length of the sequence fragment used to perform the search.
It is not our intent to single out this piece of text out as an example of bad
program documentation; it is a typical example. BLAST is probably the most
used piece of biopolymer sequence searching software, and it is used every day
by hundreds of molecular biologists who depend on the accuracy of the results
obtained from its searches. With this said, almost no one who uses the program
really knows what values to use for BLAST’s parameters to optimize their
particular search. Typically, they use the default parameters and hope for the
best, Note: We have been unable to find the reference to “parameter E” in any
of the documents associated with BLAST, either through HTTP- or FTP-acces-
sible documents,

An underappreciated feature of professional software is “version-control”;
that is, different versions of the software are released at long time intervals and
the particular version of the software is easily determined by the user. When
the output of a program is reported in a publication, it is possible to write down
the version number of the software used, so that it can be examined in the
future in light of any bugs that are subsequently discovered in that program,
CGI programs almost never carry any version information with them, and they
are changed often without warning by the developer. Therefore, there is no
definitive way to determine whether a known bug has affected your calculation
or not. Even when a CGI program does report a version number, it is difficult
to determine with certainty whether that version number is correct or whether
changing the version number was forgotten during the last build process.

B. Link Lists

Hypertext pages that are lists of other hypertext pages on a particular subject
are the simplest type of network-accessible resources. These pages allow users
to rapidly obtain information about a particular subject, relying on the judgment
and diligence of a particular list’s author. Many lists exist, although the most
comprehensive one currently available is maintained by Kermit Murray at Em-
ory University [36]. This list is so extensive that it has its own “search en-
ging”—a CGI program that searches through all of the links available to find
the ones that most closely match some search phrase.
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V. THE FUTURE—DISTRIBUTED COMPUTING

The model for a desktop computer operating system that was current in 1995
was an easy-to-use, casy-to-configure graphical user interface that allowed us-
ers to run single copies of locally held applications. That is, the only data
storage/data retrieval operations that an application would participate in wonld
be using its own mass storage devices (magnetic disks, CD-ROM, etc.) or
through a network that made remote disks behave as though they were local
disks. All computer applications were written to take advantage of that model,

The 1997 model for a desktop computer operating system is completely
different. It is now thought that the operating system on any deskiop computer
should expect to interact with an IP network in a nearly transparent manner.
The physical location of disks (i.e., their location on a particular LAN configu-
ration) will no longer be of much consequence. In fact, applications will inter-
act with servers, rather than at the hardware Ievel of dealing with actual de-
vices. Using common, standard methods for addressing these servers, it will be
possible to break monolithic computer applications up into much smaller parts,
referred to as “objects,” which can be assembled into a wide variety of software
built from a common set of components. This approach is currently used in
software development, but all the applications are meant to run under one op-
erating system, In the new scheme, all programs built of these objects should
be compatible with all compufers, resulting in a great time saving for the devel-
opment of applications. These software objects will be available to your local
computer in a variety of ways: Some will be on a local hard disk, while others
will be downloaded to your computer and used as needed.

Several different software and hardware development groups are vymg
for the lead in this new style of operating system. An operating system indepen-
dent computer language called Java is the most favored candidate for producing
these objects, while a scheme called JavaBeans will allow Java objects to com-
municate with each other in a straightforward manner. Java objects (also called
“applets”) are currently available and they run inside of the current generation
of World Wide Web browser software. JavaBeans has just been proposed and it
is not yet fully implemented in widely available platforms.

It is anticipated, however, that the combination of IP-network-aware op-
erating systems, simple client-server interactions, and applications built of reus-
able and easily available objects will revolutionize data-intensive undertakings,
such as bioinformatics [37]. Traditional bioinformatics, with centralized data-
bases and large expensive computers, will probably be replaced with a large
number of specialized servers that are much less expensive and that can be
tuned for specific tasks. Applications that can take advantage of this new diver-
sity of options and opportunities will hopefully make it possible to finally get
an overall view of the vexing problems in protein chemistry, such as predicting
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folding, selective proteolysis, and understanding the role of sequence diver-
gence in molecular evolution.
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