Stochastic population dynamics in a Markovian environment implies Taylor's power law of fluctuation scaling
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1. Introduction

Fluctuation scaling is a name popular among physicists for a lawful relationship between the mean and variance of any random variable when the mean and variance are functions of some parameter. Among statisticians, such a relationship is often called a variance function. In population biology and ecology, Taylor's power law of fluctuation scaling (Taylor, 1961, 1984) states that when the mean and the variance exist and are positive functions of some parameter, they are related by a power law: variance = \( \alpha (\text{mean})^b \), \( \alpha > 0 \), or equivalently log variance = \( \log \alpha + b \times \log \text{mean} \). Many empirical examples and practical applications of TL are known, but understanding of TL's origins and interpretations remains incomplete. We show here that, as time becomes large, TL arises from multiplicative population growth in which successive random factors are chosen by a Markov chain. We give exact formulas for \( \alpha \) and \( b \) in terms of the Markov transition matrix and the values of the successive multiplicative factors. In this model, the mean and variance asymptotically increase exponentially if and only if \( b > 2 \) and asymptotically decrease exponentially if and only if \( b < 2 \).

Taylor's power law of fluctuation scaling (TL) states that for population density, population abundance, biomass density, biomass abundance, cell mass, protein copy number, or any other nonnegative-valued random variable in which the mean and the variance are positive, variance = \( \alpha (\text{mean})^b \), \( \alpha > 0 \), or equivalently log variance = \( \log \alpha + b \times \log \text{mean} \). Many empirical examples and practical applications of TL are known, but understanding of TL's origins and interpretations remains incomplete. We show here that, as time becomes large, TL arises from multiplicative population growth in which successive random factors are chosen by a Markov chain. We give exact formulas for \( \alpha \) and \( b \) in terms of the Markov transition matrix and the values of the successive multiplicative factors. In this model, the mean and variance asymptotically increase exponentially if and only if \( b > 2 \) and asymptotically decrease exponentially if and only if \( b < 2 \).

There is little consensus about why TL is so widely observed and how its estimated parameters should be interpreted. The theoretical analysis of probability distributions in which the variance is a power-law function of the mean preceded TL (Tweedie, 1946, 1947) (in other words, Taylor did not invent Taylor's law) and TL has been much studied theoretically with or without recognition of its empirical roots in ecology (e.g., Anderson et al., 1982, Tweedie, 1984, Perry and Taylor, 1985, Gillis et al., 1986, Jørgensen, 1987, Kemp, 1987, Perry, 1988, Lepš, 1993, Jørgensen, 1997, Keeling, 2000, Azevedo and Leroi, 2001, Kilpatrick and Ives, 2003, Kendal, 2004, Ballantyne and Kerkhoff, 2007, Eisler et al., 2008, Engen et al., 2008, Kendal and Jørgensen, 2011, Cohen et al., 2013a). Davidian and Carroll (1987) and Wang and Zhao (2007) emphasized the importance of modeling correctly how the variance is related to the mean if one desires statistical efficiency in estimating the mean. They considered multiple variance functions including TL. But they did not identify a power-law variance function with TL or discuss models that might explain the origin of these variance functions.

Cohen et al. (2013a) showed that the Lewontin and Cohen (1969) (no relation to the present author) stochastic multiplicative population model (a geometric random walk with independently and identically distributed [i.i.d.] multiplicative increments) implies TL. Cohen et al. (2013a) calculated \( \log \alpha \) and \( b \) explicitly. Here
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we consider a more general model in which the factors that multiply the population density at each time step are history-dependent, not independent as in the Lewontin–Cohen model. We show that a multiplicative model of change in a Markovian environment leads to TL in the limit of large time, and we calculate \( \log a \) and \( b \) explicitly.

2. Taylor’s law

Let a family of nonnegative random variables \( N(t) \) be parameterized by \( t \in \Theta \), where \( \Theta \) is an index set. Assume that, for all \( t \in \Theta \), the mean \( E(N(t)) \) and the variance \( \text{Var}(N(t)) \) are finite and positive, so \( \log \text{Var}(N(t)) \) and \( \log E(N(t)) \) are well defined. We may think of \( N(t) \) as population density at time \( t \).

**Definition.** TL applies to \( N(t) \) exactly for all \( t \in \Theta \) if and only if there exist real constants \( a > 0 \) and \( b \) such that, for all \( t \in \Theta \), \( \log \text{Var}(N(t)) = a \log E(N(t)) + b \) \( \log E(N(t)) \) is finite and \( \text{Var}(N(t)) \) are well defined. We may think of \( N(t) \) as population density at time \( t \).

**Definition.** TL applies to \( N(t) \) in the limit as \( t \) approaches some finite or infinite limit \( \theta \in \Theta \) if and only if there exist real constants \( a > 0 \) and \( b \) such that

\[
\lim_{t \to \theta} \log \text{Var}(N(t)) = a \log E(N(t)) + b \log E(N(t)) = \log a.
\]

The mean \( E(N(t)) \) and the variance \( \text{Var}(N(t)) \) refer to an ensemble mean and ensemble variance at \( t \) (the mean and the variance over independent realizations, e.g., in sufficiently separated regions in space), not to a mean and variance over \( t \).

**Definition.** TL applies to \( N(t) \) in the limit as \( t \) approaches some finite or infinite limit \( \theta \in \Theta \) if and only if there exist real constants \( a > 0 \) and \( b \) such that

\[
\lim_{t \to \theta} \log \text{Var}(N(t)) = a \log E(N(t)) + b \log E(N(t)) = \log a.
\]

These definitions intentionally leave unspecified the base of the logarithms (e.g., 10, 7, or 2) because TL is essentially valid for logarithms to any base. For the following analysis, \( \log = \log_e \).

3. Scalar discrete-time Markovian multiplicative growth

Assume \( N(0) \) is a fixed positive number. Suppose that

\[
N(t) = A(t-1)A(t-2) \cdots A(0)N(0), \quad t = 0, 1, 2, \ldots \tag{3}
\]

Then \( A(t-1) = N(t)/N(t-1), \quad t = 1, 2, \ldots \) represents the random factor of change from \( t-1 \) to \( t \) time. Assume that each value of \( A(t) \) is taken from a finite set of positive numbers \( \{d_1, \ldots, d_s\} \), \( s \geq 1 \), at least two of which are distinct. Intuitively, \( s \) is the number of states of the environment. By assumption, each state of the environment determines a multiplicative factor of change: if \( A(t-1) = d_i \), then \( N(t) = d_i N(t-1) \), for \( i = 1, \ldots, s \), and \( t = 1, 2, \ldots \). Assume \( A(t) \), \( t = 0, 1, 2, \ldots \) is a finite-state homogeneous Markov chain (“a Markovian environment”) with an \( s \times s \) column-to-row (\( i \to j \)) transition probability matrix \( P = (p_{ij}) \) with \( p_{ij} \geq 0 \), \( \sum_j p_{ij} = 1 \), \( i, j = 1, \ldots, s \) and

\[
\text{Pr}(A(t) = d_i|A(t-1) = d_j) = p_{ij} \quad i, j = 1, \ldots, s, \quad t = 1, 2, \ldots.
\]

(Notational aside: in many works on Markov chains, it is customary for the transition matrix \( P \) to specify row-to-column \( (i \to j) \) transition probabilities. But in many works on stochastic population models in Markovian environments, the opposite convention has become usual because it conforms with usual matrix-vector multiplication. One must pick one convention or the other, and the latter is used here.) Assume \( P \) has equilibrium probability \( s \times 1 \) vector \( \pi = (\pi_i) \) such that \( \sum_i \pi_i = 1 \) and \( \pi P = \pi \), and that \( \pi_i > 0 \) for \( i = 1, \ldots, s \). Also assume that \( \pi \) is the initial distribution of the Markov chain, i.e., \( \text{Pr}(A(0) = d_i) = \pi_i, \quad i = 1, \ldots, s \). Consequently, \( \text{Pr}(A(t) = d_i) = \pi_i, \quad i = 1, \ldots, s \) for all \( t = 0, 1, 2, \ldots \)

This model is a scalar case of much studied Markovian multiplicative models for age- and stage-structured populations (Bharucha, 1960, Furstenberg and Kesten, 1960, Bharucha, 1961, Cohen, 1976, 1977a,b, Tuljapurkar and Orzack, 1980, Tuljapurkar, 1982, 1986, 1990; review by Caswell, 2001; Tuljapurkar et al., 2009). The increments \( A(t) \) are Markovian (by assumption) and therefore the pair \( (A(t), N(t)) \) is Markovian, but \( N(t) \) by itself is not Markovian unless \( A(t) \) are independent. In the Lewontin and Cohen (1969) model, \( N(t) \) is Markovian because \( A(t) \) are independent.

Our main result is that, under certain conditions, this model predicts TL in the limit of large time, and the parameters \( a \) and \( b \) of TL can be expressed as functions of the parameters of the Markovian model of \( A(t) \). To state this theorem precisely, we give some definitions and notation.

Define the \( s \times s \) diagonal matrix \( D = \text{diag}(d_i) \) to be zero everywhere except on the diagonal. The diagonal element \( d_i = d_i > 0 \) is the value of \( A(t) \) in state \( i \) of the environment. We say that a diagonal matrix is scalar if it is some scalar multiple of the identity matrix \( I \), i.e., if all its diagonal elements are equal. Our assumption that at least two values in \( \{d_1, \ldots, d_s\} \) are distinct means that \( D \) is not scalar.

For any \( s \times s \) matrix \( Z \), let \( r(Z) \) be the spectral radius of \( Z \). The spectral radius is the maximum of the magnitude of any eigenvalue of \( Z \). For any square matrix \( Z \), \( r(Z)^t = (r(Z))^t = r^t(Z), \quad t = 0, 1, 2, \ldots \).

By definition, a nonnegative \( s \times s \) matrix \( A \) with \( s > 1 \) is irreducible if and only if for each row \( i \) and each column \( j \) with \( 1 \leq i,j \leq n \), there exists an integer \( p \) such that \( (A^p)_{ij} > 0 \). The transpose of \( A \) is written \( A^T \). A nonnegative \( s \times s \) matrix \( A \) with \( s > 1 \) is, by definition, two-fold irreducible if and only if \( A \) is irreducible and \( A^T \) is irreducible (O’Cinneide, 2000; Altenberg, 2013).

Define \( 1^t \) to be the row \( s \)-vector with each element 1. The assumption that \( P \) is column-stochastic (each column sum is 1) is equivalent to \( 1^t P = 1^t \). For any real number \( p \), (3) implies

\[
(N(t))^p = (A(t-1))^p \cdots (A(0))^p (N(0))^p, \quad t = 1, 2, \ldots \tag{4}
\]

Henceforth assume \( p > 0 \). Then because \( 0 < (N(t))^p \leq (\max_{i=1,\ldots,s} d_i)^t N(0)^p \rightarrow \infty \) with probability 1, \( E[(N(t))^p] > 0 \) is well defined for \( p > 0 \). For \( t = 1 \)

\[
E[(N(1))^p] = E(A(0)^p) N(0)^p = \left( \sum_{i=1}^s (d_i)^p \pi_i \right) N(0)^p
\]

\[
= 1^t (D^p \pi) N(0)^p = 1^t (D^p \pi) N(0)^p. \tag{5}
\]

The last equality in (5) follows from \( \pi = P \pi \). In (5) and (6), \( \pi \) appears because the Markov chain was assumed stationary, i.e., starting at its equilibrium distribution. Summing (4) over all trajectories,

\[
E[(N(t))^p] = 1^t (D^p P \pi) N(0)^p = 1^t (D^p P \pi) N(0)^p. \tag{6}
\]

We assumed the diagonal of \( D \) is positive. We assume further that \( P \) is two-fold irreducible. In an empirical application, \( P \) is likely to be positive. Since every positive matrix is two-fold irreducible, the assumption that \( P \) is two-fold irreducible is likely to be easily satisfied in an empirical application. The assumption that \( P \) is two-fold irreducible is the minimal condition necessary and sufficient to prove the eigenvalue inequalities which we use to prove our main result (Cohen, in press). It remains unknown whether our main result could be proved under the weaker assumption of Tuljapurkar (1982) that \( P \) is primitive (irreducible and aperiodic or ergodic).
By the Perron–Frobenius theorem (Gantmacher, 1960), $D^tP$ has spectral radius $r(D^tP) > 0$, left (row) eigenvector $w(p)^T > 0$ and right (column) eigenvector $v(p) > 0$ such that $w(p)^Tv(p) = 1$ and

$$\lim_{t \to \infty} \left( D^tP \right)^T / [r(D^tP)]^t = v(p)w(p)^T. \quad (7)$$

In particular ($p = 1$), the expected value of $N(t)$ grows geometrically in proportion to the $r$th power of $r(DP)$. So $E(N(t))$ neither grows nor declines in the limit of large $t$ if and only if $r(DP) = 1$ or $\log r(DP) = 0$.

The main result is:

**Theorem 1.** In the scalar stationary discrete-time Markovian model, assume that $D$ is not scalar and $P$ is two-fold irreducible and $\log r(DP) \neq 0$. Then $N(t)$ obeys TL (2), $\lim_{t \to \infty} \log \text{Var}(N(t)) - b \log E(N(t)) = \log a$, with

$$b = \log \left[ \log r(D^2P) \right] / \log [r(DP)] = (1^Tv(2)w(2)^T\pi N(0)^2) / (1^Tv(1)w(1)^T\pi N(0))^b. \quad (8)$$

A proof and further interpretation are provided in the Appendix. Altenberg (personal communication, December 11, 2013) pointed out that if the leading right eigenvector $v(p)$ of $DP$ is normalized so that $1^Tv(p) = 1, p = 1, 2$ (which makes the leading left and right eigenvectors unique), in addition to the assumed $w(p)^Tv(p) = 1$, then the formula for $a$ simplifies to $a = (N(0)^{2-b} (w(2)^T\pi) / (w(1)^T\pi))^b$.

### 3.1. When assumptions of Theorem 1 do not hold

If $D$ is scalar, i.e., $D = dl$ for some $d > 0$, then $E(N(t)) = N(0)^d$, $N(t)$ with probability 1, and $E((N(t))^2) = (N(0)^2)^d$ with probability 1, and $r(D^2P) = (r(DP))^2 = d^2r(P) = d^2$. So $\text{Var}(N(t)) = 0$ while the second moment of $N(t)$ grows in proportion to $d^2$. In this case, the formula for $b$ in (8) reduces to $b = (2 \log d) / \log d = 2$, but (1) and (2) no longer apply because the variance is 0. The behavior of the second moment in this example differs radically from the behavior of the variance.

**Theorem 1** may also fail to hold for non-scalar $D$ if, contrary to assumption, $P$ is irreducible but not two-fold irreducible. The following example is taken from Cohen (in press) and is analyzed further here. Let $d > 1$ and $D = \begin{pmatrix} d & 0 \\ 0 & 1 \end{pmatrix}$, $P = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. Here $D$ is not scalar, $P$ is column-stochastic and irreducible (but not primitive and not two-fold irreducible, because $P^2P = I$), and for $p \in (0, \infty)$,

$$D^p = \begin{pmatrix} d^p & 0 \\ 0 & 1 \end{pmatrix}, \quad D^{2p} = \begin{pmatrix} 0 & d^p \\ 0 & 0 \end{pmatrix} = r(D^2p)P = d^{2p}.$$ 

Hence $r(D^2P) = d = [r(DP)]^2$. Now suppose the initial probability distribution of the Markov chain for $A(t)$ is the column vector $\pi = [\frac{1}{2}, \frac{1}{2}]$. Then $P\pi = \pi$, so the Markov chain is stationary with probability distribution $\pi$ at every time. It is elementary to calculate that if $t$ is odd, then

$$E(N(t))^2 = (N(0))^2 \frac{(d^2t - 1)}{2}, \quad E((N(t))^2) = (N(0))^2 \frac{(d^2t + 1)}{2}, \quad \text{Var}(N(t)) = E((N(t))^2) - (E(N(t)))^2$$

$$= N(0)^2d^{-1}(d - 1)^2/4 > 0, \quad \text{for } t \text{ odd},$$

and since we assumed $d > 1$, for increasing odd $t$ we have

$$\lim_{t \to \infty} \text{Var}(N(t)) = \infty.$$ 

But if $t$ is even, then

$$E((N(t))^2) = (N(0))^2 d^t, \quad E((N(t))^2) = (N(0))^2 d^t,$$

so for all even $t$ we have $\text{Var}(N(t)) = E((N(t))^2) - (E(N(t)))^2 = 0$. Hence, although $E(N(t))$ converges to an increasing exponential function for large $t$, $\text{Var}(N(t))$ does not converge to an increasing exponential function for large $t$ (the limit in (16) in the Appendix does not exist), so TL cannot hold as $t \to \infty$.

We do not know whether the conclusions of Theorem 1 always hold if $D$ is not scalar and $P$ is primitive but not two-fold irreducible. Our proof (Appendix) uses a strict eigenvalue inequality (27) to obtain the conclusions. That strict eigenvalue inequality holds if and only if $P$ is two-fold irreducible (not merely primitive) and $D$ is not scalar (Altenberg, 2013; Cohen, in press). Whether the conclusions of Theorem 1 can be reached by another route under weaker assumptions remains to be determined.

### 3.2. Behavior of $b = \log [r(D^2P)] / \log [r(DP)]$

We shall describe the behavior of $b$ over the nonnegative quadrant with abscissa $r_1 = [r(DP)]^2 = [r(DP)]^2$ and ordinate $r_2 = r(D^2P)$ (Fig. 1). The denominator of $b$ is $r_1$ but the horizontal axis of $b$ is $r_2$ (the exponent is 2). The most interesting (and unexpected) finding is that when $r_2 > 1$, as $r_2^3$ increases smoothly from left to right across the vertical half line in Fig. 1 at $r_2^3 = 1$, $b$ jumps discontinuously from negative values (approaching $-\infty$) to positive values (starting from $+\infty$).

Because of (27) in the Appendix, $(r_1^2, r_2^3)$ never falls on or below the diagonal line in Fig. 1 and the zone labeled A (including the diagonal line $r_1^2 = r_2^3$, where $b = 2$) is inaccessible under the conditions of Theorem 1. The value of $b$ in the remaining zones is calculated in Table 1. Above the semi-infinite vertical line $r_1^2 = 1$, $r_2 \geq 1$, the value of $b$ jumps discontinuously from $-\infty$ just left of the line to $+\infty$ just right of the line. Cohen (2013b) gave a concrete example of this discontinuity and a discussion of its ecological implications.

As $t$ increases, $E(N(t))$ asymptotically increases exponentially if $r_1 > 1$ and $b > 2$ (zone E, Table 1). As $t$ increases, $E(N(t))$ asymptotically decreases exponentially if $r_1 < 1$ and $b < 1$ (zones B, C, D, Table 1).

---

**Fig. 1.** Behavior of $b = \log [r(D^2P)] / \log [r(DP)]$ as a function of $r_1^2 = [r(DP)]^2$ and $r_2^3 = r(D^3P)$, assuming $D$ has at least 2 distinct diagonal elements and $P$ is column-stochastic and two-fold irreducible. The diagonal line represents $r_1^2 = r_2^3$. When $0 < r_1^2 < 1$, then $r_1 > r_2$.
$N(t)$ decreases as $t$ increases, or at least does not grow, in every environment if $\max d_{ij} \leq 1$. If $\max d_{ij} < 1$, then $1 < b < 2$ (zone D), because then at least one diagonal element of $D$ is strictly less than 1 and none is greater than 1, so every non-zero element of $DP$ is not greater than the corresponding element of $P$ and at least one element of $DP$ is less than the corresponding element of $P$. Hence $r(DP) < r(P) = 1$. Moreover, by the same reasoning, $D^2 \leq D$, $D^2 \neq D$, so $r_2 = r(D^2P) < r(DP) = r_1$. While $\max d_{ij} < 1$ is sufficient to assure $1 < b < 2$, it is not necessary for $1 < b < 2$.

As $t$ increases, $N(t)$ increases (or at least does not decrease) in every environment if $\min d_{ij} > 0$. If $\min d_{ij} > 1$, then $b < 2$ (zone E), because then at least one diagonal element of $D$ is strictly greater than 1 and none is less than 1, so every non-zero element of $DP$ is at least as large as the corresponding element of $P$ and at least one element of $DP$ is larger than the corresponding element of $P$. Hence $r(DP) > r(P) = 1$. While $\min d_{ij} > 1$ is sufficient to assure $2 < b$, it is not necessary for $2 < b$.

To investigate numerically how often values of $b$ fall in each zone in Fig. 1, we set the number of states of the environment to be $s = 2$ in two simple probabilistic models, both chosen for mathematical simplicity rather than realism. In model 1, we assigned each diagonal element of $D$ an independent exponential distribution with parameter $1$ (calculated as $d_{ij} = -\log U$, $i = j = 1, 2$, where $U$ is uniformly distributed on $[0,1]$ and independent for each $i$). Each element of the first row of $P$ took the value of an independent uniform random variable on $[0,1]$, and $p_{2j} = 1 - p_{2j}, j = 1, 2$. For each pair $(D, P)$ randomly generated in this way, we calculated $b$ and the zone in Fig. 1. Approximately $49\%$ of one million simulations yielded $1 < b < 2$ and approximately $40\%$ yielded $2 < b$. In model 2, we assigned each diagonal element of $D$ an independent lognormal distribution $\exp(\mathcal{N}(0, 1))$, each element of the first row of $P$ an independent Beta(1/2, 1/2) distribution on $[0,1]$ (probability density was concentrated at low and high extremes compared to the uniform distribution), and $p_{2j} = 1 - p_{2j}, j = 1, 2$. Approximately $35\%$ of one million simulations yielded $1 < b < 2$ and approximately $58\%$ yielded $2 < b$. The quantitative proportions in each zone varied between models, but both models assigned most values of $b$ to $1 < b < 2$ or $2 < b$.

The estimates of the frequencies of each zone were subject to multinomial sampling error. To estimate the sampling uncertainty of a single proportion, it is valid to ignore the multinomial dependence among proportions and use a binomial distribution for a single proportion. For example, the standard deviation of the estimate of $5.4\%$ for the frequency of occurrence of zone $B$ in model 1 was approximately $\sqrt{0.054 \times (1 - 0.054)/10^6} = 0.02\%$. The standard deviation of the estimate of $49.1\%$ for zone $D$ in model 1 was approximately $0.05\%$.

The value of $b$ in these simulations has no sampling error, because the simulation does not generate a trajectory of the dynamic process but generates only the values of $D$ and $P$. Values of $b$ are calculated numerically from $D$ and $P$ by an exact formula (8) without sampling error. Numerical error in the calculation of $b$ is negligible here because no knife-edge equalities are reported, only inequalities involving $b$.

Both models yielded a few percent of simulations with $0 < b < 1$ (zone C). The existence of values of $D$ and $P$ that imply $0 < b < 1$ demonstrates that exponential dispersion models and Tweedie distributions do not include all distributions that obey TL in the limit of large $t$, because $0 < b < 1$ is impossible for exponential dispersion models and Tweedie distributions (Jørgensen, 1987, p. 133, Theorem 2; Jørgensen, 1997, p. 130, his Table 4.1).

The high proportion of simulated values of $b$ such that $1 < b < 2$ and the low proportion of values such that $b < 1$ agreed qualitatively with the histograms of empirical values of $b$ assembled by Anderson et al. (1982, their Fig. 2) and Kendal (2004, p. 196, his Fig. 1). This qualitative agreement supported the plausibility of the Markovian model analyzed here but did not verify any details of the mechanisms it assumed.

<table>
<thead>
<tr>
<th>Zone</th>
<th>Relations of $r_1, r_2$</th>
<th>$b = \log r_2 / \log r_1$ Frequency [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$0 &lt; r_2 &lt; r_1$</td>
<td>inaccessible</td>
</tr>
<tr>
<td>B</td>
<td>$0 &lt; r_2 &lt; r_1 &lt; 1 &lt; r_2$</td>
<td>$-\infty &lt; b &lt; 0$</td>
</tr>
<tr>
<td>C</td>
<td>$0 &lt; r_2 &lt; r_1 &lt; 1$</td>
<td>$0 &lt; b &lt; 1$</td>
</tr>
<tr>
<td>D</td>
<td>$0 &lt; r_2 &lt; r_1 &lt; 1$</td>
<td>$1 &lt; b &lt; 2$</td>
</tr>
<tr>
<td>E</td>
<td>$1 &lt; r_1, r_2 &lt; 1$</td>
<td>$2 &lt; b$</td>
</tr>
</tbody>
</table>

Table 1: Relations of $r_1^2 = [r(DP)]^2$, $r_2 = r(D^2P)$, and $b = \log(r(D^2P))/\log(r(DP))$ in the zones of Fig. 1 and in $10^6$ simulations of each of two stochastic models described in the text.

4. Branching processes and birth-and-death processes

Taylor’s power law of fluctuation applies asymptotically to other Markovian population processes in addition to the example just studied.

First, the discrete-generation Galton–Watson branching process (Bartlett, 1955, 1966, Section 2.3, Eq. (3), p. 40 in 1955, p. 42 in 1966) assumes that each individual of the $t$th generation independently has a stochastically distributed number of offspring in the next generation. If the initial number of individuals is $m_0 > 0$, and the mean and variance of the number of offspring per individual are $m \neq 1$ and $v$, respectively, then

$$m(t) = m^t m_0, \quad v(t) = m^t v_0 + m^{t-1}(1 - m^t) m_0 v / (1 - m).$$

Hence $\lim_{t \to \infty} t^{-1} \log m(t) = \log m$. The variance $v(t)$ of the number of individuals in generation $t$ is a sum of two terms. The first term contains a factor $v_0$, here assumed positive, representing the variance in the 0th generation. The second term contains a factor $m^t v$. If $v = 0$, then $v(t) = m^t v_0 = v_0 (m(t) / m_0)^{m_0}$ so $T$ holds exactly for all $t$ with $b = 2$. Henceforth assume $v > 0$. Then

$$t^{-1} \log v(t) = t^{-1} \log [m^{t-1}(1 - m) m_0 v / (1 - m)] = \log m + t^{-1} \log [m^{t-1}(1 - m) m_0 v / (1 - m)].$$

If $m > 1$, then $t^{-1} \log v(t) \to 2 \log m$ as $t \to \infty$ and from (23), $b = \lim_{t \to \infty} t^{-1} \log v(t) = \lim_{t \to \infty} t^{-1} \log m(t) = 2$. If $0 < m < 1$, then as $t \to \infty$, $m^t v_0 + m^{t-1}(1 - m) m_0 v / (1 - m) \to 0 + m_0 v / [m(1 - m)]$. Hence

$$\lim_{t \to \infty} t^{-1} \log v(t) = \log m + \lim_{t \to \infty} t^{-1} \log \left[ \frac{m_0 v}{m(1 - m)} \right] = \log m.$$
Hence \( \lim_{t \to \infty} t^{-1} \log m(t) = \lambda - \mu \) and \( t^{-1} \log v(t) = \lambda - \mu + t^{-1} \log \left( \frac{1}{(\lambda - \mu)} \right) \).

If \( \lambda > \mu \), then as \( t \to \infty \), \( t^{-1} \log v(t) \to 2(\lambda - \mu) \). Hence \( b = 2 \). If \( \mu > \lambda \), then as \( t \to \infty \), \( t^{-1} \log m(t) \to \frac{1}{2(\mu - \lambda)} \) and \( t^{-1} \log v(t) \to \lambda - \mu \). Hence \( b = 1 \). Thus if \( \mu > \lambda \), TL holds with \( b = 1 \), whereas if \( \lambda > \mu \), TL holds with \( b = 2 \). If \( \lambda = \mu \), \( v(t) = 2\lambda t \). Hence \( \lim_{t \to \infty} t^{-1} \log v(t) = \lim_{t \to \infty} t^{-1} \log m(t) = 0 \) and \( b \) is not defined.

Bartlett (1955, 1966) did not comment on the asymptotic relation between the mean and the variance in these models.

5. Multiple models lead to Taylor's law

A wide range of models can yield TL exactly or in the limit of large time. For example, a deterministic model of exponential clonal growth (Cohen, 2013a; Cohen et al., 2013b), the Galton–Watson branching process (with \( v = 0 \) or \( m > 1 \)), and the birth and death process (with \( \lambda > \mu \)) all converge (for large time) to TL with \( b = 2 \). The gamma distribution satisfies TL exactly with \( b = 2 \). Hence \( b = 2 \) in TL need not indicate deterministic population growth. Both the model of Lewontin and Cohen (1969) with i.i.d. multiplicative factors (Cohen et al., 2013a) and the model of Markovian scalar multiplicative increments analyzed here predict TL asymptotically with \( b \) that may range from \( -\infty \) to \( +\infty \), depending on the parameters of the model. Anderson et al. (1982) gave further examples of Markovian processes consistent with TL. The Tweedie distributions analyzed by Jørgensen (1997) lead to TL with any real value of \( b \) excluding the interval \((0, 1)\).

Consequently the power-law form and parameter values of TL can yield at most limited information about the underlying process. Interpreting the parameters of TL in terms of a specific model requires investigating whether the model’s assumptions are verified. It is impossible to infer the underlying stochastic process solely from the observation that a random variable satisfies TL.

It is not surprising that diverse processes satisfy TL. If the mean changes as a non-constant exponential function of time (exactly or asymptotically) and the variance also behaves as any exponential function (constant or non-constant) of time (exactly or asymptotically), then the variance is a power-law function (constant or non-constant) of the mean (exactly or asymptotically) (Cohen, 2013a, Eqs. (13)–(15)). In the models just mentioned, the mean and variance are asymptotically exponential functions of time, so TL follows.

5.1. Historical context

In various stochastic ergodic theorems about population age structure and long-run population growth rate, Cohen (1976, 1977a,b) assumed Markovian transition matrices that were aperiodic and irreducible (i.e., primitive). Corollary 2 of Cohen (1977a, p. 25) also assumed that all the row-stochastic transition matrices of the Markov chain had a positive column. This assumption made them all two-fold irreducible (as Lee Altenberg pointed out privately). Cohen made no statements about the long-run growth rate of the variance (the central second moment) of population size.

Tuljapurkar (1982, p. 118) quoted formulas for asymptotic rates of growth of all moments about zero of population size, assuming that “the temporal sequence of environments is an ergodic aperiodic Markov process” (Tuljapurkar, 1982, p. 117). When the number of environmental states is finite, the transition matrix of an ergodic aperiodic Markov process is primitive, but not necessarily two-fold irreducible. Using \( \beta \) to denote the asymptotic long-run growth rate of the second moment about zero (his \( \beta \) equals our \( r_2 = r(D^P) \)), he asserted (p. 118, after his Eq. (5)), but did not prove, that “Asymptotically then the variance must grow geometrically at rate \( \beta \).”

Tuljapurkar (1982, p. 117) did not explicitly assume that the matrix of vital rates (his multidimensional version of our scalar growth rate \( d_i \)) differed in at least two different environmental states, but it is reasonable to suppose that he thought so. If all \( d_i = d > 0 \), we showed (in an example above and in the Appendix Theorem 4) that the variance will not grow at the same long-run rate as the second raw moment because the variance over realizations at any time \( t \) is zero while the second moment about zero grows like \( d^2 \). Assuming at least two different \( d_i \) (or matrices of vital rates, in Tuljapurkar’s multidimensional case) in different environmental states, it appears to be unknown at present whether having a primitive transition matrix \( P \) guarantees that the variance has a long-run growth rate equal to the long-run growth rate of the second raw moment. A heuristic argument in favor of Tuljapurkar’s (1982) claim is that, if \( P \) is primitive, then for a finite time \( T^*, P^{T^*} > 0 \) (every element is positive). So if we consider time in blocks of length \( T^* \), then the blockwise transition matrix \( P^{T^*} \) is positive and therefore two-fold irreducible. Then our Theorem 1 would apply to the multiplicative process in blocks of time. If Tuljapurkar’s (1982) claim that “the variance must grow geometrically at (his) rate \( \beta \)” is true, a detailed proof remains to be worked out.
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Appendix. Proofs of mathematical claims

The following proof of Theorem 1 assumes the two-fold irreducibility of \( P \) (the transition matrix of the Markov chain of environmental states) as a sufficient condition to prove that the second term of the variance, \( \{E[N(t)]^2\}^2 \), can be neglected asymptotically compared to the first term, \( E\{N(t)^2\} \), and hence that the asymptotic rate of growth of \( \text{Var}(N(t)) \) is given by \( log \{ r(D^P) \} \). Whether it is necessary that \( P \) be two-fold irreducible to attain this conclusion remains unknown.

The mean \( M \) and the variance \( V \) of every \( A(t) \), for all \( t = 0, 1, 2, \ldots \), are the mean and variance of \( A(0) \) because, by construction, the sequence \( \{A(t), t = 0, 1, 2, \ldots \} \) is stationary. So

\[
M = E(A(0)) = \sum_{i=1}^{s} \pi_i d_i, \tag{9}
\]

\[
V = \text{Var}(A(0)) = E(A^2(0)) - (E(A(0)))^2 = \sum_{i=1}^{s} \pi_id_i^2 - M^2 > 0. \tag{10}
\]

We assumed at least two distinct values in \( \{d_1, \ldots, d_s\} \). Since \( \pi > 0 \), we have \( V > 0 \). Combining (6) and (7) gives

\[
\lim_{t \to \infty} E\{N(t)P\}/[r(D^P)]^2 = \lim_{t \to \infty} t^2(D^P)^t\pi N(0)^P/[r(D^P)]^t
\]

\[
= t^2 v(p)w(p)\pi N(0)^P. \tag{11}
\]

Taking \( t^{-1} \log \) of both sides of (11) yields

\[
\lim_{t \to \infty} t^{-1} \log E\{N(t)P\} = \log[r(D^P)]. \tag{12}
\]

If \( p = 1 \), (12) becomes

\[
\lim_{t \to \infty} t^{-1} \log E[N(t)] = \log[r(D^P)]. \tag{13}
\]
If \( p = 2, (12) \) becomes
\[
\lim_{t \to \infty} t^{-1} \log E[(N(t))^2] = \log (\overline{D}^2) . 
\tag{14}
\]
Now, assuming temporarily that the limits in (15) and (16) exist, define
\[
\log \mu := \lim_{t \to \infty} t^{-1} \log E(N(t)),
\tag{15}
\]
\[
\log \beta := \lim_{t \to \infty} t^{-1} \log \text{Var}(N(t)) = \lim_{t \to \infty} t^{-1} \log \left( E(N(t)^2) - [E(N(t))]^2 \right). 
\tag{16}
\]
We use \( \beta \) for the long-run growth rate of the variance, not of the second raw moment, and prove that \( \beta \) equals the growth rate of the second raw moment under certain conditions. By (13), the limit on the right side of (15) exists because \( r(\overline{D}^2) > 0 \), and
\[
\log \mu = \log r(\overline{D}^2) . 
\tag{17}
\]
Moreover, since the variance is always nonnegative, the rate of growth of the second moment must be at least as large as the rate of growth of the square of the mean (Cauchy’s inequality). Hence (Cohen in press)
\[
r(\overline{D}^2) \geq \left[ r(\overline{D}^2) \right]^2 . 
\tag{18}
\]
These results are known (Bharucha, 1960; Forstenberg and Kesten, 1960; Bharucha, 1961; Cohen, 1976, 1977a,b; Tuljaparkar and Orzack, 1980; Tuljaparkar, 1982, 1986, 1990). But to prove that the long-run rate of growth of the variance (16) exists and equals the rate of growth of the second moment (14), we now invoke an additional assumption, two-fold irreducibility of \( P \). We do not know whether this assumption can be weakened.

**Theorem 2.** If \( P \) is two-fold irreducible and \( D \) is not scalar, then the limit in (16) exists and is given by (14), i.e.,
\[
\log \beta = \log r(\overline{D}^2) . 
\tag{19}
\]
**Proof.** Assuming temporarily that the limit in (16) exists, we have by definition (16) and result (14),
\[
\log \beta = \lim_{t \to \infty} t^{-1} \log \text{Var}(N(t))
= \lim_{t \to \infty} t^{-1} \log \left( \frac{\text{Var}(N(t))}{E(N(t))^2} \right)
= \lim_{t \to \infty} t^{-1} \left( \frac{E(N(t)^2) - [E(N(t))]^2}{E(N(t))^2} \right)
+ \lim_{t \to \infty} t^{-1} \log \left( [E(N(t))]^2 \right)
= \lim_{t \to \infty} t^{-1} \log \left( 1 - \frac{[E(N(t))]^2}{E(N(t))^2} \right)
+ \log r(\overline{D}^2) . 
\tag{20}
\]
So \( \log \beta = \log r(\overline{D}^2) \).

\[
\lim_{t \to \infty} t^{-1} \log \left( 1 - \frac{[E(N(t))]^2}{E(N(t))^2} \right) = 0 . 
\tag{21}
\]
To prove (21), it suffices to show that
\[
\lim_{t \to \infty} \frac{E(N(t))^2}{E[N(t)]^2} = 0 . 
\tag{22}
\]
Using (11) with \( p = 1 \), squaring both sides, and dividing the result by (11) with \( p = 2 \) gives
\[
\lim_{t \to \infty} \frac{E[N(t)]^2}{E(N(t))^2} \left( \frac{r(\overline{D}^2)}{E(N(t))^2} \right)^t = \frac{[E[N(t)]^2}{E(N(t))^2} \left( \frac{r(\overline{D}^2)}{E(N(t))^2} \right)^t . 
\tag{23}
\]
If \( A \) is two-fold irreducible and \( D \) is not scalar, then \( r(\overline{D}^2) > r(\overline{D}^2) \) (Cohen in press) so as \( t \to \infty \), \( r(\overline{D}^2)/[r(\overline{D}^2)]^2 \to \infty \) geometrically fast and therefore necessarily \( E[N(t)]^2/E[N(t)^2] \to 0 \) geometrically fast.

If every column of \( P \) equals the positive stationary probability distribution \( \pi \), then \( |A(t), t = 0, 1, 2, \ldots | \) is an i.i.d. sequence. In this case (Cohen et al., 2013a), \( \log \mu = \log E(A(0)) = \log M \) and \( \log \beta = \log E(A(0))^2 = \log (V + M^2) \), where \( M \) and \( V \) are given explicitly by (9) and (10).

In the scalar non-stationary discrete Markovian model, the initial (equilibrium) probability vector \( \pi \) may be replaced by an arbitrary initial probability vector \( \pi_0 \). In this extension, \( |A(t), t = 0, 1, \ldots | \) is no longer stationary. Then (5) would be replaced by \( E[N(1)]^2 = 1^t (\overline{D}^p_0) N(0)^0 \) and (6) by \( E[N(t)]^2 = 1^t (\overline{D}^p_0) N(0)^0 \). But a two-fold irreducible transition matrix is primitive (Altenberg, 2013), and a Markov chain specified by a primitive transition matrix and any initial probability vector is ergodic, so we speculate that the same limiting arguments should remain valid and at most minor modifications of the limiting formulas (8) might be expected.

**Theorem 3 (Cohen et al., 2013a).** If TL applies to \( N(t) \) exactly for all \( t \in 0 \) or in the limit as \( t \to \infty \), then \( \log \beta = b \log \mu \). If \( \log \mu \neq 0 \), then
\[
b = \log \beta / \log \mu . 
\tag{23}
\]
The proof is so easy that we repeat it. Divide (2) by \( t \) and let \( t \to \infty \). Then, from the definitions of \( \log \mu \) (15) and \( \log \beta \) (16), \( \log \beta = 0 + b \log \mu \). If \( \log \mu \neq 0 \), then (23) is well defined. We now prove the main result.

**Theorem 1.** In the scalar stationary discrete Markovian model, assume that \( D \) is not scalar, \( P \) is two-fold irreducible, and \( \log \mu = \log r(\overline{D}^2) \). If \( N(t) \) obeys TL (2) in the limit as \( t \to \infty \) with
\[
b = \log r(\overline{D}^2) / \log r(\overline{D}^2),
\tag{24}
\]
then
\[
a = (1^t T(2) w(2) \pi N(0)^2) / (1^t T(1) w(1) \pi N(0)) . 
\tag{25}
\]
**Proof.** The assumptions imply that the denominators in both expressions in (24) are non-zero, so both expressions are well defined. Now taking log of the left-most member and the right-most member of (11) yields, for any real \( p \),
\[
\lim_{t \to \infty} \log E[N(t)]^2 - t \log r(\overline{D}^2)] = \log T[p(p) w(p) \pi N(0)] . 
\tag{26}
\]
Let \( \gamma \) be any real number. In (25), put \( p = 1 \), multiply the resulting equation by \( \gamma \), and subtract that result from (25) in which \( p = 2 \). Then
\[
\lim_{t \to \infty} \log E[N(t)]^2 - t \log r(\overline{D}^2)] = \gamma \log E[N(t)] + \gamma t \log r(\overline{D}^2)]
= \log (1^t T(2) w(2) \pi N(0)^2) - \gamma \log (1^t T(1) w(1) \pi N(0)) . 
\tag{27}
\]
Then if we set \( \gamma = b \) and use a taken from (24), we find
\[
\lim_{t \to \infty} \log E[N(t)]^2 - b \log E[N(t)] = \log a . 
\tag{28}
\]
Then (14), (19) and (26) imply TL (2):
\[
\lim _{t \to \infty} \left\{ \log \text{Var}[N(t)] - b \log E[N(t)] \right\} = \log a.
\]

**Theorem 4.** Assume that D is any diagonal matrix with positive diagonal elements, P is any column-stochastic matrix, and log(r(DP)) \neq 0. Define \( r_1 := r(DP) > 0, \) \( h = 1, 2. \) Then \( b := \log r_2 / \log r_1 \) is well defined and finite since (by assumption) \( \log r_1 \neq 0. \) Also assume that \( N(t) \) is defined by the multiplicative process (3). If the growth rate is the same in every environment, i.e., \( D = dl, \) \( d > 0, \) \( d \neq 1, \) or if the sequence of environments is a deterministically repeated cycle, i.e., \( P \) is a blockwise permutation matrix with constant values of \( A(t) \) within each block, or both, then \( b = 2. \) But if at least two diagonal elements of \( D \) are distinct, all diagonal elements of \( D \) are positive, and \( P \) is two-fold irreducible, then \( b \neq 2. \)

**Proof.** If \( D = dl, \) \( d > 0, \) \( d \neq 1, \) then \( b = 2 \log d / \log d = 2. \) For any column-stochastic P. (The assumption \( d \neq 1 \) excludes \( r_1 = r(DP) = 1 \) and guarantees that \( b \) is well defined and finite.) If \( D \neq dl \) for any \( d > 0 \) and if \( P = I, \) then \( r_1 = r(D) = (\max d_i)^h, \) \( h = 1, 2. \) Hence if \( \max d_i \neq 1, \) then \( b = 2. \) If \( P \neq I \) is a blockwise permutation matrix with constant values of \( A(t) \) within each block, again \( r_2 = r_1^2. \) Hence if \( r_1 \neq 1 \) then \( b = 2. \) (The long but still elementary proof reduces this case to the previous case by raising \( P \) to the power needed to produce a block diagonal matrix and replacing the diagonal elements of \( D \) by appropriate corresponding products of the \( d_i. \)

Now the assumptions of Theorem 1: at least two diagonal elements of \( D \) are distinct, all diagonal elements of \( D \) are positive, and \( P \) is two-fold irreducible. (If \( A(t) \) is independently and identically distributed for all \( r, \) then \( P = \pi^T \neq 0 \) is positive and therefore two-fold irreducible.) Now strict inequality holds in (18) (Cohen, in press), or equivalently
\[
r_2 > r_1^2, \quad (27)
\]
which implies that \( b \) cannot equal 2. 
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