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The vertex set of random graphs and random digraphs will be denoted [ n] = 
{1,2, ... ,n}. Foranydistincti,j E [n], {i,j} willdenotethe(undirected) 
edge between vertices i and j of a graph on [ n]. Loops, that is, edges of the form 
{ i, i}, are excluded. For 0 ~ p ~ 1, Gp will denote the random graph on [ n] 
such that each possible edge occurs independently with identical probability p. 

For any distinct i,j E [n], (i,j) will denote the arc from vertex ito vertex 
j of a digraph on [ n] . The vertex i will be said to be the tail of the arc and the 
vertex j will be said to be the head of the arc. Loops, that is, arcs of the form 
( i, i) , are excluded. For 0 ~ p ~ 1, Wp will denote the random digraph on [ n] 
obtained from Gp by orienting each edge {i,j} of Gp from the vertex with the 
smaller number to the vertex with the larger number; that is, { i, j} is an edge of 
Gp if and only if(min(i,j) ,max(i,j}) is an arc ofWp. In the special case where 
p = c/n and cis a positive constant independent of n, Wp has been called the 
cascade model (Cohen and Newman 1985). The niche overlap graph (often called 
the competition graph) G( W) of any digraph W without loops is a graph on [ n] 
that has an edge { i, j} between distinct vertices i, j E [ n] if and only if there 
is a third distinct vertex k E [n] such that (k,i) and (k,j) are arcs of W. The 
random niche overlap graph G( Wp) of Wp differs considerably from the ordinary 
random graph model because, in G( Wp), the probability of an edge between two 
vertices depends on their labels: 
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i = 1 , 2 , ... , n - 1 and i < j, and more importantly, these probabilities are 
strongly correlated. This makes the investigation of G( Wp) more complex than 
of Gp. Henceforth, we call G( Wp) a random overlap graph. 

In this note, some preliminary results about the number Xo of vertices of degree 
zeroinG( Wp) are presented. The mean and variance of Xo over the e~tire range 
of behaviors of pas a function on n. both for finite nand in the limit as n becomes 
large, are computed. The interesting question about the· asymptotic probability 
distribution of Xo remains open. 

Investigations of a random overlap graph model have started very recently. 
Thus, it seems appropriate to present results obtained up to now. We do it in 
the next paragraph. 

(Though it is not necessary from the mathematical point of view, it may be 
helpful to the intuition to sketch very briefly the ecological interpretation of some 
of these concepts. In models of food webs in community ecology, the vertices 
correspond to species or other kinds of organisms. An arc ( i, j) means that j 
eats i, since material and energy flow from ito j. There is an edge {i,j} in the 
niche overlap graph if and only if the diets of species i and j overlap, that is, if 
and only if there is potential competition between i and j [hence, the earlier term, 
competition graph]. The niche overlap graph is a combinatorial caricature of the 
structure of dietary overlaps or potential competition in an ecosystem.) 

1.2 Some previous results 

The random overlap graph G( Wp) has interesting properties that differ notably 
from those of the usual random graph Gp. 

The threshold function of G( Wp) for the appearance of a complete subgraph on 
m ~ 3 vertices is n-1- 1/m (Cohen and Palka 1990) whereas the corresponding 
function for Gp is n-21< m-1> (Erdos and Renyi 1960). Thus, the first triangle of Gp 
appears (with a positive probability) when p = c/n where 0 < c < oo. However, 
the corresponding overlap graph G( Wp) already contains a complete subgraph on 
approximately log n/ log log n vertices (Luczak and Palka manuscript). 

Now consider the property of being interval. A graph on [ n] is interval when 
there is a collection J1, I 2 , ••• , I" of intervals of the real line such that there is 
an edge between i and j ( i =I j) if and only if I, and Ij overlap. Assume that 
p = p( n) -+ 0 so that pn7/ 6 = c. Then (Cohen, Koml6s, Mueller 1979) almost 
every Gp is interval if c = c( n) -+ 0 and is not interval if c = c( n) -+ oo. On 
the threshold, that is, when 0 < c < oo, 

lim P( Gp is interval) =e-.>.. 
n-+oo 

where >. = c6 /6 . In the case of a random overlap graph the following result holds 
(Cohen and Palka 1990). Let p = p( n) -+ 0 so that pn1019 = d. Then almost 
every G( Wp) is interval if d = d( n) -+ 0 and is not interval if d = d( n) -+ oo. 
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When 0 < d < oo, then 

lim P ( G( Wp) is interval) = e -p 1 
&->CO 

where JS = (9170 /10!)ct9. 
Finally, the triangularity of G( Wp) with p around cf n behaves as follows (Co

hen and Palka 1990). (A graph is triangulated if it has no induced cycles of four 
or more edges.) Let p = cfn, 0 < c < oo. Then 

where 

and 

lim P ( G( Wp) is triangulated) = e._,., 1 
&->CO 

1 
= " cA:a(k) 

L- k! 
A:-8 

A: even 

A:-1 

a(k) = (-4)A:/2 L:(-1)mm!S(k-1
1
m)2-2-m 

where S(k 1 m) are Stirling's numbers of the second kind. 

2. Vertex degrees. 

2.1 Expected number of isolated vertices in the overlap graph 

We distinguish two types of vertices of Wp that are isolated vertices of G( Wp). 
We say that vertex i is of type 1 if in-deg( i) = 0. Vertex i is said to be of type 2 
if in-deg( i) ~ 1 and for every k such that ( k 1 i) is an arc, ( k 1 j) is not an arc for 
j = k + 11 ••• 1 nand j ::f. i. Then vertex i of G( Wp) is isolated if and only if the 
corresponding vertex i of Wp is either of type 1 or of type 2. Thus, for 1 ~ i ~ n, 
if q = 1 - p, then 

where 

i-1 

P( i is isolated) = II ( q + pqn--A:-l) = qi-l ai-l 

A:•l 

i-1 

Gi-l = II ( 1 + pqn--A:-2 ) 1 2 ~ i ~ n. 
A:=l 

Consequently, the expected number of isolated vertices is 

tl 

E(Xo) = L:qi-lai-1· 

i•l 
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Assume that p ~ 1/2. Then pq,....k-2 ~ 1 for 1 ~ k ~ n - 1 and by the fact 
1 + x = exp{x + O(x2)}, lxl ~ 1, we obtain 

where 

ai-l = exp {I: (pq,....k-2 + O{p2 q2(,....k-2))]} = eh(i-1) '. 
k=l 

h( i _ 1) = q,....,_t _ q ..... 2 + 0 [-P-(q2(n-i-l) _ q2( ..... 2) >] 
1 + q 

(2.1.3) 

for 1 ~ i ~ n. When p > 1/2, we cannot apply the above approach for i = n. 
Thus, we separate the last tenn of the summation in (2.1.2). This quantity equals 

(2.1.4) 

and is insignificant (see Property 2.1.8 (b)). 
Now we examine the behavior of the expected number of isolated vertices of 

G( Wp) when p changes from zero to one. We consider three intervals for the 
values ofp. 

Property 2.1.5. Let p = ( Tl.l1( n)) -l where w( n) -t oo as n -t oo. Then 

E(Xo) = 1 - q" [ 1 + 0(1/w(n))]. 
p 

Proof: By (2.1.3), h( i - 1) = 0 ( 1 f w( n)). Thus, using the fact ex = 1 + 0( x), 
lxl ~ 1, we obtain our result directly from (2.1.2). ' 1 

Property 2.1.6. Let np = c where 0 < c < oo. Then for sufficiently large n 

n -• E(Xo) = -e-ce-e [ec-1+c+f(c)][1+0(1/n)], 
c 

where 

(1- e-c)/2+ (1- e-2c)/12 ~/(c)~ (e- 2)(1- e-c). 

Proof: By (2.1.3), h(i- 1) = qn-i-l - qn--2 + 0(1/n) for 1 ~ i ~ n. Thus, by 
(2.1.2), 

E(Xo) = exp{ -q"-2 + 0( 1/n)}W(n,p) 

where 
n 

W(n,p) = Eqi-1 exp{qn--i-1 }. 
i•l 
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Clearly, 

On the other hand, 

where 

W( n, p) = t-!, t qt<,...i-t)+(i-1) 
A:-0 k. i•l 

00 
1 -q• n-2 q• 1 

=--+nq +-L:-Rt 
p p A:-2 kl 

( 1) A:+l 1 -q<A:-l)n 
Rt=Rt(n,p)=-

1 
t2· 

q +q+ ... +q-

(2.1.7) 

~ If p = cfn, where cis a constant, then Rt ~ R2 for all3 ~ k ~ n. Thus, for 
sufficiently large n, 

1 - q• 2 q• 1 - q• 
W(n,p) ~ -- + nq,._ + ---(e- 2). 

p p q3 

This, together with (2.1.7), implies our result 1 
One can improve slightly the lower bound of E(Xo) by including more terms 

in (2.1.7}. When c is close to zero, then/( c) is also close to zero. However, the 
gap between the lower and upper bound for E(Xo) increases with c. In the worst 
case (when c is sufficiently large), we have 1/2 ~ f( c) ~ e - 2. Thus, when 
c = c( n) -+ oo as n -+ oo, we use a different approach which gives a precise 
result 

Property 2.1.8. (a) Let "' = c( n) where c( n) -+ oo as n -+ oo and c( n) = 
o{n}. Then 

E(Xo) = !_ [1 + O(e-or<->)] 
p 

where n( n) = c( n) / 1( n) and 1( n) is an arbitrary sequence tending to infinity 
such that 1( n) = o( c( n)) . 

69 



(b) Let 0 < p ~ 1 be a constant. Then 

lim E(Xo) = !.. 
ft-000 p 

Proof: (a) Let m = n- n/1( n). Then, by (2.1.3), for 1 ~ i ~ m 

h(i -1) = O(e-a(n)) 

and 0 ~ h( i - 1) ~ 1 + o( 1) for m + 1 ~ i ~ n. Thus, with fJ( n) = 
1 + O(e-a(n) ), 

(2.1.9) 

since qm = 0[ exp{ a( n) - c( n)}]. Furthermore, 

" I: qi-1eh(i-1) = O(qmjp), (2.1.10) 
i•m+1 

which completes the proof of (a). 

(b) If 0 < p ~ 1/2, then the proof follows the same lines as in part (a). When 
p > 1/2 then, by (2.1.4), the last term in (2.1.10) is O(e-n/2 ) and the result 
follows as before. I 4 
2.2 Variance of the number of isolated vertices 

We now estimate the second factorial moment E2 ( Xo) of the number of isolated 
vertices Xo. The probability Pii that two given vertices, say i and j where i < j, 
are isolated in G( Wp) equals 

i-1 j-1 
Pij = IT ( q2 + 2 pq,.....A:-1 ) IT ( q + pq,._k-1 ) 

A:=1 A:=i 
i-1 b ...i-1 = q i-1 '1- Gj-1 

where 

and ai_1 is given by (2.1.1). Again, by using 1 + x = exp{:c+ O(:c2) },a routine 
calculation shows that for p ~ 1/3 and 2 ~ i ~ n- 1, 

bi_1 =exp { ( 2 -q)( 1 _qi-1)q,._i-2 +O [ 
1

: q ( 1 _ q2Ci-1>)q2(,.....i-2)]}. 

(2.2.1) 
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Whenp> 1/3 andi= n-1, 

1 + 2pfq 
b,._2 = b,._3 

1 
= exp{O( 1)}. 

+p 

Now, by (2.1.2), 

ft-1 " 

E2(Xo) = 2 I: I: Pii 
i=1 j•i+ 1 

(2.2.2) 

and we are ready to estimate E 2 ( Xo) for the entire range of p. This time we begin 
with the case when 71> = c( n) where c( n) -+ oo as n -+ oo. 

Property 2.2.3. Under the assumptions of Property 2.1.8 we have 

E2(Xo) = pl(~~q)[1+0(e-a<->)]. 
Proof: We use the same notation as in the proof of Property 2.1.8. Thus, for 1 ~ 
i ~ m, we have (compare (2.1.9}} 

' . 
""' . 1 1- q' L- r;- aj-1 = --/3( n}. 

j•1 p 

Also, by (2.2.1}, 
ba-1 = exp{O(e-a(ft))} = {J(n). 

Consequently, by (2.2.2), 

B7.(Xo) = 2{J(n) I:q'-1 E(Xo)- _:::_!l...p(n) + Sm m ( 1 i ) 

i•1 p 

where 

ft-1 " 

Sm = 2 I: I: Pii· 
i•m+1 j•i+1 

Applying Property 2.1.8 we get 

E2(Xo) = '!.p(n} f:q'- 1 (q' + O(e-a<->)) + Sm 
p i•1 (2.2.4) 

2q 
= pl(l+q){J(n)+Sm. 
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Furthennore, for 2 ::;; i ::;; n- 1, ba-1 = exp{ 0(1)}. Consequently, by (2.1.10), 

This, together with (2.2.4), implies the property. I 

CoroUary 2.2.5. Under the assumptions of Property 2.1.8, 

Var(Xo)= q [1+0(e-a('l))]. 
p( 1 + q) 

When np = c, where c is a positive constant. we present only the following 
crude bound for ~(Xo). 

Property 2.2.6. Let p = cfn where 0 < c < oo. Then 

Proof: By (2.2.1), for 1 ::;; i::;; n- 1, 

Thus, by (2.2.2) 

n-1 

Ez(Xo)::;; 2 Lq'-1ba-1E(Xo). 
a•1 

Sin~ q = 1 - 0( 1 f n), taking n sufficiently large yields the desired bound. 1 
Finally, when np = o( 1) we have 

Property 2.2.7. Let p = ( nu( n)) - 1 where w( n) --+ oo. Then 

Proof: The equality follows directly from (2.2.2) since both ba-1 and ai-1 are of 
the order 1 + 0(1/w(n)). I 

Corollary 2.2.8. Under the assumption of Property 2.2. 7, 

Var(Xo) = E(Xo) + o (.;E(Xo) 2
). 
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2.3 Distribution of the nuinber of isolated vertices 

The interesting question about the asymptotic probability distribution of the ran
dom variable Xo remains open. We remark only that in a case when p does not 
depend on n. 

l'(Xo ~2) ~ c(p) 

where c(p) is a positive constant depending on p. For example, when p = t then, 
for large n. 

3 
l'(Xo ~ 2) ~ s· (2.3.1) 

As a matter of fact, let Yo be the number of isolates among vertices {2, 3, ... , n} 
in G( Wp) . From the strong second moment inequality 

E 2 (Yo) 
l'(Yo ~ 1) ~ E(Yl) . 

Since Yo = Xo - 1 so taking into account Property 2.1.8 (b) and Corollary 2.2.5 
one ge~ the bound (2.3.1). 

2.4 Vertices with higher degrees 

The vertices of degree k ~ 1 in G( Wp) are more difficult to study. Even when 
k is small, it is hard to keep track of all configurations in Wp that contribute to 

I vertices of degree k in G( Wp). We present here only a formula for the expected 
number of vertices of degree one in G( Wp). 

For vertex i, what is the probability Pi(j) that its only neighbor in G( Wp) is 
a given vertex j? Let t = min { i, j} and h = t - 1. Consider vertices of Wp 
below i andj. Then a vertex k ( 1 ~ k ~ h) is one of three types: "good", if k 
is connected to i and to j only; "bad", if k is connected to i and to j, plus at least 
one other vertex; "harmless", if k is not connected to both i and j. Clearly, 

1'( k is "good") = p2 q ...... Jc-2 , 

l'(k is "bad") = p2 ( 1 - q ...... Jc-2 ), 

and 

1'( k is "harmless") = 1 - rJ. 
If vertex i has degree 1, at least one of the h vertices below i and j must be "good" 
and all other vertices must be "harmless". In other words, each of h vertices has 
to be "good" or "harmless" but not all of them can be "harmless". Thus, 

h 

Pi(j) = II<p2q ...... Jc-2 + 1-p2) -(1-p2)h. 
k•l 
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Consequently, the expected number of vertices X 1 of degree 1 is 

.-1 " 

E(X1) = LLPi{j). 
i-2 j•2 

Hi 

In general, fonnulas for E(X~c) become awkward wlien k gets large. 
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