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When an ecological food web is described by an acyclic directed graph, 
the trophic level of a species of plant or animal may be described by the 
length of the shortest (or the longest) food chain from the species to a 
green plant or to a top predator. Here we analyze the number of vertices 
in different levels in a stochastic model of acyclic directed graphs called 
the cascade model. This model describes several features of real food webs. 

For an acyclic directed graph D, define the ith lower (upper) level as 
the set of all vertices v of D such that the length of the shortest (longest) 
maximal path starting from v equals i, i = 0, 1 .... In this article, we 
compute the sizes of the levels of a random digraph D(n, c) obtained from 
a random graph on the set {1, 2, ... , n} of vertices in which each edge 
appears independently with probability cjn, by directing all edges from a 
larger vertex to a smaller one. The number of edges between any two 
levels of D(n, c) is also found. 

1. Introduction. Ecological food webs are often described by acyclic 
directed graphs. The trophic level of a species of plant or animal may be 
described by the length of the shortest (or the longest) food chain from the 
species to a green plant or to a top predator. Here we analyze the distribution 
of species (or vertices) by trophic levels (defined in various ways) in a 
stochastic model of acyclic directed graphs, called the cascade model. This 
model describes several features of real food webs [Cohen, Briand and 
Newman (1990)]. 

Let G be a graph with the set of vertices [ n] = {1, 2, ... , n}. A digraph 
(directed graph) D = D( G) has the same set of vertices and ( v, w) (or some
times simply vw) is an arrow, arc or directed edge of D if and only if {v, w} is 
an edge of G and v > w. [In Cohen, Briand and Newman (1990) and 
elsewhere, we adopt the reverse convention that (v, w) is an arc of D if and 
only if { v, w} is an edge of G and v < w. Because of the up-down symmetry in 
the stochastic model we shall define, the difference is immaterial for the 
calculations we carry out here.] 

For each vertex v of D(G) let h(v), H(v) denote the lengths (counting arcs, 
not vertices) of the shortest and the longest maximal path starting from v. (A 
maximal path is one that is not contained properly in any other path.) 
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Because D(G) contains no directed cycles, h(v) and H(v) are always well 
defined and 0 ~ h(v) ~ H(v) ~ n - 1. For an integer i, 0 ~ i ~ n- 1, let the 
ith lower (upper) level be the set hi = hi(D) [Hi = H;(D)] of all vertices v of 
D for which h(v) = i [H(v) = i]. We shall call the sequences {h;}i~-01 and 
{HJ?~-01 the lower and upper stratigraphy of D. 

In this article we study the stratigraphies of a random digraph D(n, c) = 

D(G(n, cjn)), where c is some positive constant that does not depend on n 
and G(n, cjn) denotes the random graph with vertex set [n] in which each 
pair of vertices appears as an edge independently with probability cjn. 
[Many properties of G(n, cjn) have been studied, for example, Bollobas 
(1985), as have some properties of D(n, c) other than those considered here, 
for example, Cohen, Briand and Newman (1990)]. In Section 2, we introduce 
an easy-to-analyze random process with properties very similar to those of 
D(n, c) and find the probability that h(v) = i for a given vertex v of D(n, c). 
In Section 3, we deduce from this, and the fact that the events h(v) = i and 
h(w) = i for two given vertices v and w are nearly independent, the size of 
the ith level of the lower and upper stratigraphy. In Section 4, we evaluate 
numerically the asymptotic formulas for the expected fractions of vertices in 
different levels and compare the results to those from simulations. For 20 or 
more vertices, the asymptotic formulas give a good approximation to the 
sample means, in the sense that the sample means fall within a 95% 
confidence interval around the values obtained from the asymptotic formulas. 
For 80 or more vertices, the asymptotic formulas give an excellent approxi
mation, in the sense that the asymptotic fractions and the sample mean 
fractions differ by less than 0.01. In Section 5, we compute the number of 
edges between different levels of a stratigraphy. Finally, in Section 6, we 
characterize very briefly the stratigraphy of D(G(n, p)), when np ~ oo but 
p ~ 0. 

For food webs [Cohen and Newman (1985); Cohen, Briand and Newman 
(1990)], stratigraphies are possible precise meanings of "trophic levels," a 
term which is loosely used in ecology. Detailed ecological applications of the 
concepts developed here appear in Cohen and Luczak (1992). It may be 
helpful to sketch the motivation here. In the ecological interpretation of an 
acyclic directed graph, the vertices correspond to species or other groups of 
organisms, and the arcs correspond to predator-prey feeding relations. When 
the arc ( v, w) means that species v eats species w, then the vertices of level 0 
eat no others and are called basal species by ecologists. When the arc (v, w) 
means that species v is eaten by species w (as is standard in the cascade 
model [Cohen, Briand and Newman (1990)], then the vertices of level 0 are 
eaten by no others and are called top species by ecologists. The expected 
proportions of basal and top vertices in the cascade model have been calcu
lated previously [Cohen and Newman (1985)]. The sizes and related proper
ti~s of the other trophic levels are calculated for the first time in this paper. 

The distribution of the number of edges between (and within) levels of a 
stratigraphy may provide information about some of the factors that regulate 
the number and numerical abundance of species in a level. If the average 
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number of species that eat species in a given level is large, it seems more 
likely that species on the given level could be controlled by their predators. 
This information may have practical use in selecting situations where biologi
cal control (the control of pests by their natural enemies) is most likely to be 
effective. On the other hand, if the species of a given level eat, on average, a 
small number of prey species, it seems more likely that there might be 
competition among the species on the given level. Thus stratigraphies may 
shed light on the regulatory roles of predation and competition, a matter of 
fundamental interest for current ecological theory [e.g., Schoener (1982)]. 

2. The level of a vertex. Let us introduce a probabilistic model of a 
system of communication with properties that are very similar to those of 
D(n, c). Consider n persons labeled by numbers 1 to n according to their 
rank. Each of them makes a mailing list by including each person w of higher 
rank (i.e., labeled by a number smaller than his own) independently with 
probability p = cjn and sends his own petition to all persons on the list at 
the same time. Now, every person v who receives a petition makes his own 
mailing list in which each person w, w < v, is present with probability p and 
forwards the petition, modified a bit, to all persons of the list. (A person 
makes a new mailing list each time he gets a new petition or another version 
of the same petition.) Such a procedure for handling petitions we shall call an 
unrestricted bureaucratic process. A k-restricted bureaucratic process is de
fined similarly but each time a person receives a petition that has been 
received k times he does not make a list of possible recipients but instead 
puts the petition in the files. We say that h(v) ::-:;:; k [H(v) ::-:;:; k] if some 
recipient of the petition of v who had received it changed less than k times 
made an empty mailing list (no copy of a petition of v was changed more 
than k - 1 times). 

LEMMA 1. (i) Define a sequence of functions g k: [ 0, 1] ~ [ 0, 1] recursively, 
setting 

g_l = 0, 

(1) 
gk = 1 + exp( -ex) - exp( -c foxgk_ 1(t) dt) fork= 0, 1 ... . 

Then for every v, 1 ::-:;:; v ::-:;:; n, and any fixed k = 0, 1, ... , 

(ii) Let Gk: [0, 1] ~ [0, 1] be a sequence of functions defined by 

G_ 1 = 0, 

(2) 
Gk = exp ( c fox Gk_ 1( t) dt - ex) fork = 0, 1. ... 
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Then for every v, 1 .:s; v .:s; n, and any fixed k = 0, 1, ... , 

PROOF. We shall prove the lemma using induction on k. Clearly, 

Prob{h = 0} = Prob{H = 0} = (1- c;nr- 1 

= exp( -cvjn) + O(n- 1 ) =g0(vjn) + O(n- 1 ). 

Now fix k ~ 1 and for w < v let A(v, w) be the event that w was on the list 
of v when v circulated his own petition. Then 

1 - Prob{ h( v) .:s; k} = Prob { n {A( v, w) and h( w) ~ k - 1 or --, A( v, w) }} 
w<v 

Similarly 

- Prob{list of v is empty} 

= 0 Prob{ A( v, w) and h( w) ~ k - 1 or --, A( v, w)} 
w<v 

- Prob{list of v is empty} 

= 0(p(1-gk_ 1(wjn))+1-p) 
w<v 

-(1- p)v-1 + O(n-1) 

= exp(- L gk_ 1(wjn))- exp( -cvjn) + O(n- 1 ) 

w<v 

= exp( -c ( 1ngk_ 1(t) dt)- exp( -cvjn) + O(n- 1 ) 

=gk(vjn) + O(n- 1). 

Prob{H(v) ,:5; k} = Prob{ n {A(v,w) and H(w) ,:5; k- 1 or--, A(v,w)}} 
w<v 

= n Prob{ A( v' w) and H ( w) ,:5; k - 1 or --, A( v' w)} 
w<v 

= 0(pGk_ 1(wjn)+1-p) 
w<v 

= exp((cjn) L (Gk_ 1(wjn)- 1),) + O(n- 1 ) 

w<v 

= exp(c fovfnGk_ 1(t) dt- cvjn) + O(n- 1 ) 

= Gk(vjn) + O(n- 1 ). 

An analogous result holds also for a digraph D(n, c). 

0 
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THEOREM 1. Let v be a vertex of D(n, c), k be a nonnegative integer and 
{gk}'k~ _ 1 and {Gk}k~ _ 1 denote sequences of functions defined by (1) and (2). 
Then 

and 

PRooF. Fix v and k ~ 0 and generate recipients of the petition of v in the 
k-restricted process until either some person receives the petition twice (we 
call this event EMERGENCY STOP) or we generate all the recipients of the 
petition (we call this event NATURAL END). Now, for all w who made a 
mailing list during the foregoing process, join w by an arc to all recipients of 
the copy of the petition w sent, and for all other vertices w' join w' with w" 
by an arc with probability p = cjn, independently for all w" < w'. Clearly, a 
digraph obtained in such a way can be identified with D(n, c). If the process 
ends naturally, then the event h( v) .:s; k [ H( v) .:s; k] is equivalent to h( v) .:s; k 
[H(v) .:s; k]. 

Furthermore, the probability of EMERGENCY STOP is precisely the same 
as the probability of the event C = C(k, v) that in D(n, p) there exists a 
vertex w such that v is joined with w by two different directed paths, each of 
size at most k. We shall show later that Prob{C} = O(n - 1 ). Thus 

Prob{ h( v) .:s; k} = Prob{ h( v) .:s; k and ---, C} + Prob{ h( v) .:s; k and C} 

= Prob{h(v) .:s; k and ---,C} + O(n- 1 ) 

= Prob{h(v) .:s; k} + O(n- 1 ) =gk(vjn) + O(n- 1 ) 

and 
Prob{ H( v) .:s; k} = Prob{ H( v) .:s; k and ---, C} + Prob{ H( v) .:s; k and C} 

= Prob{H(v) .:s; k and ---,C} + O(n- 1 ) 

= Prob{H(v) .:s; k} + O(n- 1 ) = Gk(vjn) + O(n- 1). 

Thus to complete the proof it is enough to check whether Prob{C} = O(n - 1 ). 

We shall prove a slightly stronger result. 

FACT. Let G(n, cjn) be an underlying graph of D(n, c). Then the proba
bility that a given vertex of G(n, cjn) is connected, by a path of length at 
most k with some cycle of length at most 2 k is bounded from above by 

, 3k(l + c3k)jn. (This includes also the case when v belongs to a cycle; that is, 
the path is empty.) 

PRooF OF THE FACT. Let v be a fixed vertex of G(n, cjn) and let X count 
subgraphs that consist of a cycle of length i, i .:s; 2k, and a path of length j, 
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j ::o:; k, that joins v to the cycle. Then 

2k ( ) ( i - 1)! ( e )i k ( n ) ( e )J 
Prob{X>O} :o;;EX:o;; i~3 7 2 n J~0 i j-1 (J-1)! n 

1 2k k 1 + e3k 
::o:; - I: I: ei+J ::o:; 3k , 

ni=3j=O n 

where, for convenience, we set ( ~1 ),;, 1 and ( -1)! = 1. This completes the 
proof of the Fact and of Theorem 1. D 

REMARK. It is not hard to find explicit formulas for the first few functions 
gk(x), Gk(x): 

g 0(x) = G0(x) = exp( -ex), 

g 1 ( x) = 1 + exp( -ex) - exp( exp( -ex) - 1) , 

g 2 ( x) = 1 + exp( -ex) - exp( -1 -ex + e-cx + e- 1 (Ei(1) - Ei( e-cx))) 

and 
G1( x) = exp(1 -ex - e-cx), 

G2(x) = exp(exp(1- e-cx)- ex- 1), 

G3(x) = exp(e- 1 (Ei(exp(1- e-cx))- Ei(1))- ex), 

where Ei denotes the exponential integral, which satisfies, for every a, b > 0, 

et 
Ei( b) - Ei( a) = fb- dt. 

a t 

Because Ei(x) is not an elementary function, neither are g 2(x) and Gg(x). 
Moreover, if gk+ 1(x) [Gk+ 1(x)] is elementary, then so is gk(x) [Gk(x)]. 
Therefore, none of the functions gk(x) for k ;:::: 2 and Gk(x) for k ;:::: 3 is 
elementary. 

Nevertheless, one can easily deduce some properties of gk(x) and Gk(x) 
from the defining recursive relations. For example, for every k ;:::: 0, gk(O) = 

Gk(O) = 1. All gk(x) and Gk(x) are strictly positive and decreasing in x 
for fixed k ;:::: 0. For every x 0 E (0, 1), the sequences {gk(x0)}k= _1 and 
{Gk(x0 )}};'= _1 are increasing. To illustrate, Figure·1 plots gk(x) and Figure 2 
plots Gk(x), k = 0, 1, 2, 3, 4. The<Jrem 2 will show that the area between the 
curve for k and the curve for k - 1 is the asymptotic fraction (as n ~ oo) of 
vertices in level k of the lower and upper stratigraphy, respectively. [For 
k = 0, recall that g _1(x) = G _1(x) = 0.] 
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FIG. 1. Plots of g 0(x) (solid lower curve) and gk(x), k = 1, 2, 3, 4 (remaining curves in ascend
ing order). The area under g 0 ( x) is the asymptotic fraction (as n --> oo) of vertices in level 0 of the 
lower stratigraphy, the area between g 0(x) and g 1(x) is the asymptotic fraction of vertices in level 
1 of the lower stratigraphy, and similarly for the areas between the following pairs of curves. The 
curve for g 4(x) is indistinguishable from the horizontal top border of the figure; that is, 
g4(x)"' 1. 

3. The size of a level. The sizes of the levels of the lower and upper 
stratigraphies are as follows: 

THEOREM 2. For any k = 0, 1, ... , the number of vertices on the kth level 
of the lower stratigraphy is a.s. 

For an upper stratigraphy, the number of vertices oftf?e kth level is a.s. 

11( ) 0.6 n Gk(x) -. Gk_ 1(x) dx + o(n ), 
0 

where the functions gk(x) and Gk(x) are defined by (1) and (2) and hereafter 
a.s. means "with probability tending to 1 as n ~ oo." 
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FIG. 2. Plots ofG0(x) (solid lower curve) and Gk(x), k = 1, 2, 3, 4 (remaining curves in ascend
ing order). The area under G0(x) is the asymptotic fraction (as n -> oo) of vertices in level 0 of the 
upper stratigraphy, the area between G0(x) and G1(x) is the asymptotic fraction of vertices in 
level 1 of the upper stratigraphy, and similarly for the areas between the following pairs of 
curves. 

PROOF. Let xk be the number of vertices on the kth level of a lower 
stratigraphy. Then, from Theorem 1, 

EXk = vEn] (gk(~) -gk-1(~ )) + 0(1) 

= n j\gk(x)- gk_ 1(x)) dx + 0(1). 
0 

We find next the second factorial moment of Xk: 

E 2 Xk = L Prob{ h( v) = k and h( w) = k} . 
(v,w) 

v,wE[n],v*w 

To estimate Prob{h(v) = k and h(w) = k} we shall use k-restricted bu
reaucratic processes. As in the proof of Theorem 1, let us generate all 
recipients of petitions of v or w, stopping whenever one of the recipients is 
forced to make a second mailing list; then we generate the digraph D(n, c) as 
described in the proof of Theorem 1. The probability of EMERGENCY STOP 
is the same as the probability of the event C' = C'(n, c; v, w) that D(n, c) 
contains a vertex w' and two different directed paths P 1, P2 oflength at most 
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k such that Pi, i = 1, 2, starts at v or wand ends at w'. The probability of C' 
can be bounded from above by 2 Prob{ C"'} + Prob{ C"}, where C"' is the event 
defined in the Fact and C" denotes the probability that v and w are joined in 
G(n, cjn) by a path of length at most 2k. Then, as in the Fact, 

2k ( ) ( c )i+ 1 
Prob{C"} ~ i~o 7 i! n ~ k(1 + c2k+1)/n, 

so 

Prob{C'} ~ 10k(1 + c3k)/n = O(n- 1). 

Thus, arguing as in the proof of Theorem 1, we get 

Prob{h(v) = k and h(w) = k} 

Hence 

= Prob{h(v) = k and h(w) = k} + O(n- 1 ) 

= Prob{h(v) = k}Prob{h(w) = k} + O(n- 1 ) 

= (gk(vjn) -gk_ 1(vjn))(gk(wjn) -gk_ 1(wjn)) + O(n-1 ). 

ve[n] we[n],w+v 

-gk_ 1(wjn)) + O(n) 

= ( n fo\gk(x) - gk_ 1(x)) dx r + O(n) = (EXk) 2 + O(n). 

The variance of Xk is then 

From Chebyshev's inequality we get 

A similar argument yields the asserted formula for .the size of levels of the 
upper stratigraphy. D 

REMARK 1. It follows that the asymptotic fraction of vertices in level 0 of 
both the lower and the upper stratigraphy is 
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which confirms formula (6.2a) of Cohen and Newman [(1985), page 434]. By 
elementary calculations, 

. EX1 Ei(1) - Ei( e-c) 
hm--=1- , 
n-oo n ~ 

EX2 Ei(1) - Ei( e-c) 
lim -- = -------

ec 

-j1exp{e-cx- ex- 1 + e- 1 [Ei(1) - Ei( e-cx)]} dx. 
0 

If Yk is the number of vertices in level k of the upper stratigraphy, then 

lim EYtfn = c- 1 ( -2 + e-c + exp[1- e-c]), 
n-oo 

lim EY2fn = c- 1{1- exp[1- e-c]- e- 1[Ei(1)- Ei(exp[1- e-c])]}, 
n-oo 

lim EY3 jn = ( ec) - 1 [Ei(1) - Ei( exp[ 1 - e-c])] 
n-oo 

+ j 1exp{ -ex+ e- 1 [Ei( exp[1- e-cx]) - Ei(1)]} dx. 
0 

REMARK 2. Although Theorem 2 was proved only for a level number k 
that does not depend on n, an analogous result holds fork tending to infinity 
as n increases. We omitted this case here because the fraction of arcs of 
D(n, c) with one end in vertices v for which either h(v) ;:::: w(n) or H(v) ;:::: w(n) 
tends to 0 as w(n) ~ oo. 

REMARK 3. What is the height (i.e., maximum level) of a stratigraphy? For 
an upper stratigraphy, the height is asymptotically of order log n flog log n 
a.s. [Newman and Cohen (1986)]. For a lower stratigraphy it follows from 
counting isolated paths in D(n, c) that a.s. for some vertices v we have 
h(v) 2':: (1- o(1))log njloglog n, whereas Newman and Cohen (1986) implies 
that a.s., for every v, 

log n 
h(v):o::;H(v):-:=;(1+o(1)) 1 1 . 

og og n 

Thus, h(v)- H(v) -log njloglog n. 

4. The size of a level: Numerical analysis. The asymptotic expected 
fractions of vertices in each upper and lower level were evaluated numeri
cally using the recursive relations for gk(x) and Gk(x). Numerical quadra
ture was carried out using the trapezoidal rule and a discretization of [0, 1] 
into 4000 equal subintervals. The parameter c was taken as 4.0, which is the 
best current estimate based on available ecological data [Cohen (1990)]. 
Tables 1 and 2 show the results for upper and lower levels, respectively, 
under the column headed n ~ oo. For example, from Table 2, on average, for 
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TABLE 1 
Fraction of vertices in each upper level in the cascade model D(n, c) with c = 4.0. For n -> oo, 
fractions are computed by numerical quadrature. For each finite n, fractions are computed from 

500 simulations of the cascade model 

Level Vertices n 

number n->oo 10 20 40 80 

0 0.2454 0.2496 0.2474 0.2464 0.2467 
1 0.1720 0.2108 0.1961 0.1800 0.1771 
2 0.1391 0.1866 0.1663 0.1514 0.1468 
3 0.1172 0.1592 0.1459 0.1291 0.1261 
4 0.0984 0.1110 0.1126 0.1044 0.1064 
5 0.0798 0.0580 0.0717 0.0820 0.0822 
6 0.0608 0.0184 0.0366 0.0542 0.0554 
7 0.0424 0.0050 0.0167 0.0306 0.0331 
8 0.0263 0.0014 0.0058 0.0146 0.0161 
9 0.0143 0.0 0.0007 0.0051 0.0065 

10 0.0068 0.0002 0.0015 0.0024 
11 0.0028 0.0 0.0007 0.0008 
12 0.0010 0.0 0.0002 0.0003 
13 0.0003 0.0 0.0001 0.0001 
14 0.0001 0.0 0.0 0.0001 
Total 1.0068 1.0000 1.0000 1.0000 1.0000 

large n, 0.5128 of vertices fall in lower Ievell. Remarkably, as the number of 
vertices becomes arbitrarily large, 97% of vertices fall in the first three levels 
of the lower stratigraphy, and more than 77% percent of vertices fall in the 
first five levels of the upper stratigraphy. 

For practical applications, it is essential to know how rapidly the limiting 
fractions are approached when n is finite. Tables 1 and 2 also show the 
average fractions of vertices in each upper and lower level, respectively, in 
500 simulations each for n = 10, 20, 40, 80. Each simulation consisted of 

TABLE 2 
Fraction of vertices in each lower level in the cascade model D(n, c) with c = 4.0. For n -> oo, 
fractions are computed by numerical quadrature. For each finite n, fractions are computed from 

500 simulations of the cascade model 

Level Vertices n 

number n->oo 10 20 40 80 

0 0.2454 0.2496 0.2474 0.2464 0.2467 
1 0.5128 0.5514 0.5329 0.5221 0.5150 
2 0.2085 0.1834 0.1949 0.2000 0.2060 
3 0.0291 0.0142 0.0221 0.0276 0.0281 
4 0.0037 0.0014 0.0021 0.0034 0.0036 
5 0.0005 0.0 0.0006 0.0006 0.0006 
Total 1.0001 1.0000 1.0000 1.0000 1.0000 
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FIG. 3. Difference between the sample mean fraction (500 simulations) and the asymptotic mean 
fraction of vertices in each upper level, as a function of the number n of vertices. For x = 1, 2, 3, 4, 
n = 5 X 2x = 10, 20, 40, 80. Reading from top to bottom at the left side of the figure, the lines 
correspond to upper levels 2, 3, 1, 4 and 0. 

generating a random acyclic directed graph according to the cascade model 
D(n, 4), computing the number of vertices in each upper level by a minor 
modification of the algorithm described by F. R. K. Chung [Cohen, Briand and 
Newman (1990), page 148] and computing the number of vertices in each 
lower level by the standard algorithm for shortest paths [Robinson and 
Foulds (1980), page 143]. No vertices were observed to have upper level more 
than 14 or lower level more than 5. Figures 3 and 4 plot the difference 
between the simulated value for finite n and the analytical value for infinite 
n, as a function of the number n of vertices. The simulated values converge 
rapidly to the limiting values. 

To provide a quantitative basis for comparing the simulation results with 
those from the asymptotic formulas, the 95% confidence intervals (corrected 
for continuity [Snedecor and Cochran (1967), page 211]) corresponding to 
each asymptotic value were computed. For example, in Table 2, the probabil
ity is 0.95 that, in a sample of 500 with probability 0.5128 (the expected 
fraction of vertices in lower level1), the sample mean will fall between 0.4680 
and 0.5576. For n = 10 vertices, several sample mean fractions (e.g., for 
upper levels 1, 2, and 3) fall outside of the corresponding 95% confidence 
intervals. For n = 20 vertices, all the sample fractions fall within (or almost 
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FIG. 4. Difference between the sample mean fraction (500 simulations) and the asymptotic mean 
fraction of vertices in each lower level, as a function of the number n of vertices. For x = 1, 2, 3, 4, 
n = 5 X 2x = 10, 20, 40, 80. Reading from top to bottom at the left side of the figure, the lines 
correspond to lower levels 1, 0 and 2. 

within, in the case of upper level 3) the corresponding 95% confidence 
intervals. For n = 80 vertices, the simulated sample means and the values 
obtained from analytical formulas for large n agree within 0.01 (except for 
upper level 8, which differs a tiny bit more), providing numerical confirma
tion of the correctness of both the asymptotic formulas and the simulation 
algorithms. 

All numerical calculations and simulations were performed using Matlab, 
version 3.5g, running on a Sperry PC /IT (clone of an IBM PC I AT) under 
MS-DOS 3.10 version 1.20. The elapsed time per simulation varied as a 
function of n very nearly as t = 0.0527n1.7 sec. 

The conclusion from this analysis is that, for 20 or more vertices, the 
asymptotic formulas hold to good approximation, and for 80 or more vertices, 
the asymptotic formulas give an excellent approximation. 

5. Edges between different levels. The number of edges between two 
' levels of a stratigraphy can be found by the same method as before. Recall 

that vertex w is an in-neighbour of v if (w, v) is an arc of the digraph. 

THEOREM 3. Let i, k, l be integers such that i ~ 0 and 0 < l - 1 .::;; k. 
Then a.s., the number of vertices v such that h(v) = k and v has exactly i 
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in-neighbours at the lth level of a lower stratigraphy is 

11 1 . 
n ( g k ( vI n) - g k _ 1 ( vI n))-:-;- [ r ( x, l) ]' exp( - r ( x, l)) dx + o ( n- 0 ·6 ) , 

0 L. 

where 

for l:::; k, 

(3) 
for l = k + 1. 

PROOF. Let v = lxnJ E [n] = {1, 2, ... , n} and for each w E [ n], w > v, let 
us draw an arc (w, v) independently with probability p = cln. For w > v we 
denote by Bk(w, v) the event that vertex h(w) = k in the bureaucratic 
process on the set [ n] - { v} and 

{
Bk(w,v), 

C (w v)-
k,Z ' - B 0 (w,v) U U Bi(w,v), 

i=k+ 1 

if l:::; k, 

ifl=k+l. 

[The special treatment of the case l = k + 1 follows from the fact that if v 
belongs to the kth level of a lower stratigraphy and w is an in-neighbour of 
v, then at least one maximal path of length k + 1 starts at w. Thus, such a w 
belongs to the (k + 1)th level of the stratigraphy if and only if either w is 
joined by an arc only to v or each maximal path starting from w that does 
not contain v has length as least k + 1.] Furthermore, let Fk, 1 = Fk, 1(n, c; v, i) 
denote the event that v has precisely i in-neighbours w1 , w 2 , .•• , wi, for 
which C k 1 ( w i, v) and h( v) = k in the bureaucratic process on the set [ n]. We 
shall sho~ first that the probability of the event Fk 1 is given by 

( 4) ( g k ( : ) - g k _ 1 ( : ) L~ [ r ( x, l)] i exp( - r ( x, l)) dx + 0 ( n- 1) • 

Indeed, from the definition of Fk,l• 

F,,, ~ (h( v) ~ k} and w,>w,Y· >w,>" ro, (A( wj, v) and Cu( wj, v)} 

and n . {-.A(w,v) or{A(w,v) andCk, 1(wi,v)}}}, 
w>v 

WoFWj 

j=1,2, ... ,i 

where A(w, v) denotes the event that wand v are joined by an arc. Using the 
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independence properties of the bureaucratic process and Lemma 1, we get 

Prob{Fk z} ( g, (:) - g,_ ,(: ) ) w,>w}~ >w,>" ( l\ p Prob(C, ,( wj, v)) 

x . Jr~, (1- p + p Prob(C,, 1(w1, v)j)) + 0( n-') 

]~ 1,2, ... '! 

( g k ( : ) - g k -1 ( : ) L~ ( c i 1Prob{ c k' l (l yn J' v)} dy r 
X exp( -c i 1Prob{Ck, 1(lynj, v)} dy) + O(n- 1 ). 

But, due to Lemma 1, 

ifl~k. 

ifl = k + 1, 

so (4) follows. 
Now we may generate the random digraph D(n, c) similarly to the way we 

did in the proofs of Theorems 1 and 2. We have already found all arcs (w, v ), 
w > v. Generate all recipients of petitions of v in the k-restricted bureau
cratic process on the set [ n] and all recipients of petitions issued by in
neighbours of v in the !-restricted bureaucratic process on the set [ n]. The 
process stops if either some person receives a petition twice (or v or one of its 
in-neighbours gets a petition issued by another person) or we generate all 
recipients of petitions. Join all persons w to persons on the mailing list of w 
(if he made one) and, finally, draw arcs between all "nonexamined" pairs 
w',w", independently with probability p = cjn. Clearly, the digraph we get 
could be identified with D(n, c) and one may show, using the stopping time 
argument, that (4) gives the probability that for a vertex v we have h(v) = k 
and v has exactly i in-neighbours among vertices on the lth upper level. 
Then, to get the assertion, it is enough to compute the expectation and 
variance of the number of such vertices and use Chebyshev's inequality. 
Because the method is almost identical with that employed in Theorems 1 
and 2, we omit the details. D 

. The analogous result for an upper stratigraphy can be proved similarly. 

THEOREM 4. Let i, k, l be integers such that i ~ 0, 0 ~ k ~ l - 1. Then a.s. 
the number of vertices on the kth level with exactly i in-neighbours on the lth 
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level of an upper stratigraphy is given by 

nfo1(ak(:)- Gk-l(: )L~ [R(x,l)]iexp( -R(x,l)) dx + o(n-0·6), 
where 

when l > k + 1, 

when l = k + 1. 

REMARK. The same method can be used to determine the number of 
vertices v in level k with exactly i 1 , i 2 , ..• , im in-neighbours in each oflevels 
ll,l2•···•lm. 

To get the number of arrows between two levels, sum up the appropriate 
values given by Theorems 3 and 4. 

COROLLARY 1. The number of arrows between levels k and k + 1 a.s. 
equals 

for an upper statigraphy and 

for a lower stratigraphy, where the first term counts arrows from the (k + 1)th 
level to the kth level and the second term (which one should omit when k = 0) 
counts arrows that go in the reverse direction. 

COROLLARY 2. The number of arrows between level k and level l, where 
k ~ l + 2, a.s. equals 

for a lower stratigraphy. Similarly, for an upper stratigraphy, the number of 
arrows between level l and level k, where l ~ k + 2, a.s. equals the same 
expression with g replaced by G. 

REMARK. In the lower stratigraphy, all these arrows go from higher to 
lower levels, whereas in the upper stratigraphy, the arrows go from lower to 
higher levels. 
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CoROLLARY 3. The number of arrows between vertices within the kth level, 
k ~ 1, of a lower stratigraphy is a.s. 

6. Stratigraphy of dense random acyclic digraphs. So far we have 
considered only the cascade model D(G(n, p)), where p = cjn for some 
positive constant c. Biological observations [Cohen (1990)] suggest consider
ing, in addition, the superlinear case when pn grows with n. Suppose the arc 
probability p depends on n according to a function p(n) such that p(n) --) 0 
but np(n) --) oo as n --) oo. Then a.s. the level 0 of a digraph D(G(n, p)) 
contains (1 + o(1))/p vertices. Thus the fraction of vertices in level 0 is a.s. 
(1 + o(1))j(pn) --) 0 in both the upper and the lower stratigraphies. How
ever, the behavior of the levels higher than 0 differs in the two stratigraphies. 

In the upper stratigraphy, if k is a fixed finite integer, the size of the kth 
level tends to ckjp, where ck is a positive constant for given k. However, this 
constant tends to 0 with increasing k, so the level number, say, log log n has 
size of order 1/p. What is more interesting is the fact that the profile of the 
upper stratigraphy (i.e., the ratio between the sizes oflevels k and l) does not 
depend very much on the function p(n). For example, the number of vertices 
in level 1 is e - 2 + o(1) times the number of vertices in level 0. 

In the lower stratigraphy, the situation is quite different. There are a.s. 
(1 - e- 1 - o(1))n vertices in the first level and (e- 1 + o(1))n vertices on the 
second level. Thus, the levels higher than 2 contain only o(n) vertices 
combined. The numerical data in Table 2 show that the fraction of vertices in 
lower levels 3 and higher is quite small even for n as small as 10 and np(n) 
as small as 4. These derivations from the superlinear cascade model may 
explain why many ecologists intuitively describe natural food webs in terms 
of three trophic levels. Corresponding to level 0 are the species of green 
plants, sometimes called primary producers. Corresponding to level 1 are the 
herbivores or consumers of green plants. Corresponding to level 2 are the 
species of camivores that eat herbivores. Even though the superlinear cas
cade model does not exclude longest chains of considerable length [Newman 
(1992)], the model predicts that a small fraction of species should be more 
than 2 feeding links distant (by the shortest path) from the green plants. 
Further, this small fraction of species in level 3 and higher should vanish as 
n --) oo and np(n) --) oo. A substantial fraction of species may be observed at 
level 0 in the available data because, in these data, np(n) is only about 4, 
rather than extremely large. 
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