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This work is concerned with the growth of age-structured populations whose vital rates vary stochastically in time and with the provision of confidence intervals. In this paper a model

\[ Y_{t+1}(\omega) = X_{t+1}(\omega) Y_t(\omega) \]

is considered, where \( Y_t \) is the (column) vector of the numbers of individuals in each age class at time \( t \), \( X \) is a matrix of vital rates, and \( \omega \) refers to a particular realization of the process that produces the vital rates. It is assumed that \( \{X_t\} \) is a stationary sequence of random matrices with nonnegative elements and that there is an integer \( n_0 \) such that any product \( X_{j+n} \cdots X_{j+1}X_j \) has all its elements positive with probability one. Then, under mild additional conditions, strong laws of large numbers and central limit results are obtained for the logarithms of the components of \( Y_t \). Large-sample estimators of the parameters in these limit results are derived. From these, confidence intervals on population growth and growth rates can be constructed. Various finite-sample estimators are studied numerically. The estimators are then used to study the growth of the striped bass population breeding in the Potomac River of the eastern United States. © 1985 Academic Press, Inc.

1. INTRODUCTION

To describe an age-structured population whose vital rates vary stochastically in time, let \( Y_t \) be the (column) vector consisting of the numbers of individuals in each of \( K \) age classes at time \( t \). Assume that

\[ Y_{t+1}(\omega) = X_{t+1}(\omega) Y_t(\omega), \]
where \( X \) is a matrix of vital rates and \( \omega \) refers to a particular realization of the process that produces the vital rates.

The model (1) emphasizes the effects of variations in the vital rates themselves. The formulation suppresses the variability of births and deaths conditional on given vital rates.

A simple example of the use of (1) would involve confining attention to the females in the population and then taking the \( X \)s as Leslie matrices. These have the age specific fertility rates in the first row, the age specific survival rates in the \((i+1,i)\) elements, \( i = 1, 2, \ldots, K-1 \), and all other elements zero.

The model (1), under various conditions on the \( X \)s, has been much discussed, particularly with a view to establishing asymptotic results on the long-term population growth rate. Tuljapurkar and Orzack (1980) give a comprehensive listing of earlier work. We shall treat (1) in greater generality and, for the first time, provide confidence intervals and a hypothesis testing framework for population growth rates and total population.

A convenient approach to studying the long-term behaviour of (1) is via the asymptotic theory of subadditive processes. Let \( X_1, X_2, \ldots \) be a stationary ergodic random sequence of \( K \times K \) matrices with nonnegative elements and write \( M_{ij} \) for the \( i, j \) element of a matrix \( M \). Suppose that \( E[\max(X_{ij})] < \infty \) and also that there exists an integer \( n_0 \) such that any product \( X_{i_1} X_{i_2} \cdots X_{i_{s-1}} X_{i_s} \) has all its elements positive with probability one. Then \( (X_{n_0}, X_{n_0+1}, \ldots) \) is a subadditive process and the Kingman ergodic theorem for subadditive processes (e.g., Hall and Heyde, 1979) gives

\[
\lim_{s \to \infty} \frac{1}{s} \log X_{i_1} \cdots X_{i_s} = \log \lambda
\]

which is a finite constant, as \( s \to \infty \). This results continues to hold for all matrix entries \( i, j \) and, under mild additional conditions, can be augmented by a central limit theorem

\[
\sigma^{-1} t^{-1/2} \left[ \log X_{i_1} \cdots X_{i_s} - t \log \lambda \right] \overset{d}{\to} N(0, 1)
\]

(\( \overset{d}{\to} \) denoting convergence in distribution and \( N(0, 1) \) the unit normal law) for some \( \sigma > 0 \) and all \( 1 \leq i, j \leq K \). The results extend those of Furstenberg and Kesten (1960), Ishitani (1977) and Tuljapurkar and Orzack (1980) and can readily be used on the model (1). In particular, it can be shown that the ergodic theorem gives for the total population size \( 1' Y_t \),

\[
t^{-1} \log 1' Y_t \overset{d}{\to} \log \lambda = \lim_{t \to \infty} t^{-1} E \log 1' Y_t
\]

and the central limit theorem gives

\[
\sigma^{-1} t^{-1/2} \left[ \log 1' Y_t - t \log \lambda \right] \overset{d}{\to} N(0, 1).
\]

This last result (in mixing form) provides a basis for the construction of confidence intervals for population projections.

In Parts 2 and 3 of the paper we shall establish the above results and indicate how \( \log \lambda \) and \( \sigma \) can be estimated in practice. An application to the striped bass population of the Potomac River is given in Part 5 to illustrate the usefulness of the methodology.

The model (1) is closely related to the one which can be obtained from a formulation of the population process as a multitype Galton–Watson branching process with random environments. In this case the different types would correspond to the different age classes. The offspring probability generating functions

\[
\{\phi_{i}(s) = (\phi_{i,1}(s), \ldots, \phi_{i,K}(s)), n = 0, 1, 2, \ldots\}
\]

are chosen from a collection \( \Phi \) of probability generating functions according to a sequence of environmental variables \( \zeta_n, n = 0, 1, 2, \ldots \), which are assumed to stationary and ergodic (or perhaps even independent and identically distributed). This process evolves in such a way that the conditional generating function of \( Y_{t+1} = Y_t(t+1), \ldots, Y_K(t+1) \) given \( Y_t \) is

\[
E \left[ \prod_{j=1}^{K} \phi_{i,j}(s) | Y_t \right].
\]

Tanny (1981) has studied the growth of this process and obtained various results analogous to (2). Results like (3), on which confidence intervals and hypothesis tests must be based, are not available except in the 1-type case or the case of constant environment.

2. Theoretical Results

The evolution of the system (1) depends crucially on properties of products of random matrices since iteration of (1) gives

\[
Y_t = X_t X_{t-1} \cdots X_1 Y_0.
\]

We begin by specifying the kinds of matrices with which we shall deal. Let \( X_1, X_2, \ldots \) be a stationary ergodic random sequence of \( K \times K \) matrices with nonnegative elements. For a matrix \( M \) denote by \( M_{ij} \) the element in the \( i \)th row and \( j \)th column. We shall suppose that the matrices \( X_i \) satisfy two assumptions:
(A1) There exists an integer \( n_0 \) such that any product \( X_i \cdots X_{i+1} \) of \( n_0 \) of the matrices has all its elements positive with probability one.

(A2) For some constant \( C \), \( 1 < C < \infty \) and each matrix \( X_i \),
\[ 1 \leq M(X_i)/m(X_i) \leq C \]

with probability one, where \( M(X) \) and \( m(X) \) are, respectively, the maximum and minimum positive elements of \( X \).

Assumption (A1) is standard within the theory of nonnegative matrices. It ensures that the effects of the initial composition of the population disappear in the limit (demographic weak ergodicity). Both assumptions define an "ergodic set" in the sense of Hajnal (1976). For products of \( K \times K \) Leslie matrices with no zero vital rates \( n_0 = K \) and, in general, if \( n_0 \) exists then \( n_0 \leq 2^k - 2 \) (Cohen and Sellers, 1982), the bound being sharp.

Assumption (A2) is perhaps less familiar than the more restrictive version in which

\[ 0 < \beta \leq m(X_i) \leq M(X_i) \leq \gamma < \infty \]

for each matrix \( X_i \) and some \( \beta, \gamma \) used by Tuljapurkar and Orzack (1980); (A2) allows, for example, cases such as \( X_i = a_i X \), where the \( a_i > 0 \) are stationary (and unrestricted) while \( X \) is fixed.

Next suppose that the process \( X_1, X_2, \ldots \), is defined on a probability space \((\Omega, \mathcal{F}, P)\). Write \( \mathcal{F}_n \) for the \( \sigma \)-field generated by \( X_{a1}, \ldots, X_n \) and let
\[ \phi(n) = \sup_{k \geq n} \| P(A \cap B) - P(B) \|; A, B \in \mathcal{F}_n, P(A) > 0 \].

The condition \( \phi(n) \to 0 \) as \( n \to \infty \) (called uniform mixing) is one of a number of standard conditions of asymptotic independence (see, e.g., Hall and Heyde, 1980, Chap. 5).

The basis for the inferential results of the paper is provided by the following theorem.

**Theorem 1.** Suppose that the stationary ergodic sequence of matrices \( \{X_i\} \) is such that assumptions (A1) and (A2) are satisfied and \( E|\log M(X_i)| < \infty \). Then, for all \( 1 \leq i, j \leq K \),
\[ t^{-1} \log(X_i \cdots X_j) \to \log \lambda \]

(say), which is a finite constant, as \( t \to \infty \). Furthermore, if
\[ E|\log M(X_i)|^2 < \infty \]

and
\[ \sum_{n=1}^{\infty} |\phi(n)|^{1/2} < \infty \]

then
\[ \lim_{t \to \infty} t^{-1/2} \log(X_i \cdots X_j) - t \log \lambda = \sigma(2/\pi)^{1/2} \]

exists for \( 0 < \sigma < \infty \) and if \( \sigma > 0 \), then
\[ (t^{-1})^{-1/2} (\log(X_i \cdots X_j) - t \log \lambda) \to N(0, 1) \text{ (mixing).} \]

as \( t \to \infty \), the convergence being mixing (in the sense of Rényi).

The conditions imposed to obtain the central limit part of this theorem are just indicative of the possibilities. Many variants on uniform mixing (7) could equally be proposed. The present choice is merely a convenient one for dealing with the envisaged applications. Condition (7) easily covers the practically important cases: (i) the matrices \( \{X_i\} \) are \( m \)-dependent, meaning that for \( i < k < k + n < j \) the sets \( \{X_i, \ldots, X_k\} \) and \( \{X_{k+1}, \ldots, X_j\} \) are independent whenever \( n > m \) (in this terminology an independent sequence is 0-dependent), and (ii) the matrices \( \{X_i\} \) are from a finite set and are determined by an irreducible aperiodic Markov chain of fixed finite order.

The mixing convergence in the sense of Rényi means that
\[ P((t^{-1})^{-1/2} (\log(X_i \cdots X_j) - t \log \lambda) \leq x \in E) \to \Phi(x) \]

as \( t \to \infty \) for any \( -\infty < x < \infty \), where \( \Phi(x) \) is the distribution function of the unit normal law, and for any \( E \in \mathcal{F} \) with \( P(E) > 0 \).

Theorem 1 extends the corresponding result of Tuljapurkar and Orzack (1980) which deals with the case where \( \{X_i\} \) form a Markov chain and \( \phi(n) \) decreases geometrically to zero. That the condition (A3) of Tuljapurkar and Orzack (1980) ensures uniform mixing with a geometric rate follows from Rosenblatt (1971, pp. 209–213). Furthermore, the mixing convergence in Theorem 1 allows the probability measure based on the stationary initial distribution to be replaced by any probability measure which is absolutely continuous with respect to it without perturbing the limit distribution.

Now we apply the results of Theorem 1 to the system (1).

**Theorem 2.** Let \( Y_{i+1} = X_{i+1} Y_i \), \( t > 0 \), and let \( Z_t = a^t Y_t \) where \( a \) is a nonzero vector of nonnegative elements. Then, under the same conditions as (5) of Theorem 1,
\[ \lim_{t \to \infty} t^{-1} \log Z_t = \log \lambda \text{ a.s.} \]
and, if the additional conditions (6) and (7) of Theorem 1 hold,
\[
\lim_{t \to \infty} t^{-1/2} E | \log Z_t - t \log \lambda | = \sigma(2/n)^{1/2}
\]
exists for \(0 \leq \sigma < \infty\) and if \(\sigma > 0\),
\[
(\sigma^2)^{-1/2} | \log Z_t - t \log \lambda | \xrightarrow{d} N(0, 1) \quad \text{(mixing)}
\]
as \(t \to \infty\), the convergence being mixing in the sense of Rényi.

A wide variety of other combinations of the \(Z_j, 1 \leq j \leq t\), also provide strongly consistent estimators of \(\log \lambda\). In particular, let \(\{\alpha_j^{(n)}\}, 1 \leq j \leq t, t \geq 1\) be a set of nonnegative weights such that for all \(t, \alpha_t = \sum_{j=0}^t \alpha_j^{(n)} > 0\), and define the statistics
\[
\log \lambda_t = t^{-1} \sum_{j=0}^t \alpha_j^{(n)} \log Z_j.
\]
If \(\alpha_t^{(n)} \max_{1 \leq j < t} \alpha_j^{(n)} \to 0\) then under the same assumptions as (5) it is easily checked that
\[
\log \lambda_t \xrightarrow{a.s.} \log \lambda
\]
as \(t \to \infty\). However, the estimator \(t^{-1} \log Z_t\) has minimum asymptotic variance within a broad class of these combination estimators.

Indeed, if in addition (6) holds and
\[
\left( \sum_{j=1}^t j^{1/2} \alpha_j^{(n)} \right)^{-1} A_1^{(n)} = 0, \left( \sum_{j=1}^t j^{1/2} \alpha_j^{(n)} \right)^2 = O \left( \sum_{j=1}^t (A_j^{(n)})^2 \right)
\]
as \(t \to \infty\), where \(A_j^{(n)} = \sum_{i=j}^t \alpha_i^{(n)}, 1 \leq j \leq t\), then if \(\sigma > 0\) in Theorem 2,
\[
\text{var}(\log \lambda_t - \log \lambda) \sim \sigma_t^2
\]
as \(t \to \infty\), where
\[
\sigma_t^2 = (\sigma^2/\alpha_t^2) \sum_{j=1}^t (A_j^{(n)})^2 \geq \sigma^2/t.
\]
The minimum asymptotic variance is achieved when \(\alpha_t^{(n)} = 1\) and \(\alpha_j^{(n)} = 0, j < t\); i.e., for the estimator \(t^{-1} \log Z_t\). We shall omit the (rather involved) proof since the result is of a supplementary nature. A result of similar character holds for the estimation of the criticality parameter of a supercritical branching process with random environments (Pakes and Heyde, 1982).

The finite-sample variance of consistent estimators \(\log \lambda_t\) with various weights will be investigated numerically below (in Sect. 4) in an example provided by a real biological use of these methods.

Theorem 2 gives a means by which approximate confidence intervals for \(\log \lambda\) can be constructed if \(\sigma > 0\) can be estimated. We shall use \(t^{-1} \log Z_t\) to estimate \(\log \lambda\) while a consistent estimator for \(\sigma\) is given in the next theorem.

THEOREM 3. Under the conditions (5), (6), and (7) we have
\[
(t^{-1}) \sum_{i=1}^t | \log Z_i - t \log \lambda | i^{-3/2} \xrightarrow{P} \sigma(2\pi)^{1/2}
\]
as \(t \to \infty\) (\(\xrightarrow{P}\) denoting convergence in probability) and
\[
(t^{-1}) \sum_{i=1}^t | \log Z_i - \log \lambda_i | i^{-3/2} \xrightarrow{P} \sigma(2\pi)^{1/2}
\]
as \(t \to \infty\), where \(\log \lambda_t = t^{-1} \log Z_t\).

For inferential purposes we would ordinarily use the case where \(Z_t\) is the total population size at \(t\). For \(\hat{\lambda}\), the estimate obtained via Theorem 2, then if \(\sigma\) is the estimate obtained via Theorem 2 from a realization \(Y_{a-1}, \ldots, Y_a\), where \(t\) is large compared with \(\sigma\), an approximate 100(1 - \(\alpha\))% confidence interval for the growth rate \(\log \lambda\) is
\[
t^{-1} \log Y_t \pm \frac{z_{\alpha/2}}{\sigma_t^{1/2}} \sigma_t^{-1/2},
\]
where
\[
\beta = (2\pi)^{-1/2} \int_{z_{\alpha/2}}^{\infty} e^{-(1/2)u^2} \, du = 1 - \Phi(z_{\alpha}).
\]

Furthermore, the mixing convergence in Theorem 2 can be used to construct approximate confidence intervals for the logarithm of the population size at later time \(\tau > t\). We have,
\[
W_u = (u^2)^{-1/2} | \log Y_{a+1} - u \log \lambda |.
\]
that
\[
P(W_u < z_{\alpha/2} | W_t < z_{\alpha/2}) \xrightarrow{P} 1 - p
\]
as \(\tau \to \infty\) for fixed \(t\) and hence for large \(t\),
\[
P(W_u < z_{\alpha/2}, W_t < z_{\alpha/2}) \approx (1 - p)(1 - q).
\]
But

\[ P(\theta^{-1}(\log 1'Y_t - (\sigma^2)z_{q/2}) - (\sigma^2)z_{p/2} < \log 1'Y_t) \]
\[ < \theta^{-1}(\log 1'Y_t + (\sigma^2)z_{q/2}) + (\sigma^2)z_{p/2}) \]
\[ \geq P(|W_t| < z_{p/2}, |W_t| < z_{q/2}). \]

Thus, an approximate \( 100(1 - \alpha)\% \) confidence interval for the logarithm of the population size \( \log 1'Y_t \) is

\[ \theta^{-1}(\log 1'Y_t - \theta^{-1}z_{q/2}) = \theta^{-1}z_{p/2} \]

The minimization in (10) is not straightforward in general but approximate results can easily be obtained numerically in particular cases.

In practice the actual generation numbers \( t_0, \ldots, t \) will frequently be unknown so we must work with differences from \( t_0 \). Using Theorem 2,

\[ (t - t_0)^{-1}(\log 1'Y_t - \log 1'Y_{t_0}) = \theta^{-1}z_{p/2} \]

is a strongly consistent estimator of \( \log \hat{\lambda} \) while to estimate \( \sigma \) we can employ

\[ \frac{\pi}{2} + \frac{1}{2}(\log (t - t_0))^{-1} \sum_{i=1}^{t-t_0} i^{-3/2} |\log 1'Y_{t_0+i} - \log 1'Y_{t_0} - i \log \hat{\lambda}| \]

which is consistent for \( \sigma \) in view of Theorem 3. Then in (9) and all but the first term of (10) we replace \( t \) by \( t - t_0 \), \( \log 1'Y_t \) by \( \log 1'Y_{t_0} - \log 1'Y_{t_0} \), and (in (10)) \( r \) by \( r - t \) to obtain approximate \( 100(1 - \alpha)\% \) confidence intervals for \( \log \lambda \) and \( \log 1'Y_{t_0} \), respectively. The theory, of course, has the great advantage that no specific information is required about the matrices \( X_t \) of vital rates. However, such information is required to confirm the relevance of the model (1).

3. Proofs

Proof of Theorem 1. In the case of random matrices \( X_t \) all of whose entries are positive with probability one, the result of Theorem 1 is known save for the mixing property of the convergence to normality (8). For the strong law (2) see the corollary of Furstenberg and Kesten (1960) while the remaining results involve a minor modification of Theorem 2 of Ishitani (1977) (see Theorem 7.7 and the discussion in pp. 225, 226 of Hall and Heyde, 1980). We shall indicate the changes that are necessary in the proofs of these results to cope with the present context and to establish mixing convergence in (8).
Finally, for \( n = 2n_0 + 1 \) we have 
\[
\frac{(2n_0 + 1 + m)^{\mu}}{(2n_0 + 1 + m)^{\mu}}_{i,j} = \sum_{r} \frac{(2n_0 + 1 + m)^{\nu}}{(2n_0 + 1 + m)^{\nu}}_{i,j} \frac{(n_0 + m)^{\nu}}{(n_0 + m)^{\nu}}_{i,j},
\]
\[
\leq (KC)^{n_0} \frac{(2n_0 + 1 + m)^{\nu}}{(2n_0 + 1 + m)^{\nu}}_{i,j} \leq (KC)^{n_0} \frac{M^{n_0 + 1 + m}}{m^{n_0 + 1 + m}} \leq (KC)^{2n_0},
\]
and similarly the lower bound is \( (KC)^{-2n_0} \). This completes the proof of Lemma 2'.

**Lemma 3'.** For \( n \geq 2n_0 \),
\[
\left| \frac{(n_0 + m)^{\mu}}{(n_0 + m)^{\mu}}_{i,j} - \frac{(n_0 + m)^{\mu}}{(n_0 + m)^{\mu}}_{i,j} \right| \leq R_n,
\]
where \( R_n = (1 - (KC)^{-4n_0})^{[n/n_0]} - 1 \), \([x]\) denoting the integer part of \( x \).

**Proof.** For \( m, r \geq 1 \), we have upon writing
\[
A_{ij} = (r^{n_0} + m_0)^{\nu} (n_0 + m)^{\nu})_{i,j}, \quad B_{i,j}(r) = (r^{n_0} + m)^{\nu} (n_0 + m)^{\nu})_{i,j}
\]
to simplify the expressions,
\[
\frac{(r^{n_0} + m_0)^{\nu}}{(r^{n_0} + m_0)^{\nu}}_{i,j} = \frac{B_{i,j}(r + 1)}{B_{i,j}(r + 1)} = \sum_{s} A_{i,s} B_{s}(r) B_{i,s}(r)
\]
\[
= \sum_{s} A_{i,s} B_{s}(r) B_{i,s}(r).
\]
But, for all \( i \),
\[
\sum_{s} A_{i,s} B_{s}(r) = 1
\]
and all the summands in (17) are positive so that, using Lemma 2',
\[
\frac{A_{i,s} B_{s}(r)}{B_{i,s}(r + 1)} \geq (KC)^{-4n_0} \frac{A_{i,s} B_{s}(r)}{B_{i,s}(r + 1)},
\]
and, upon taking logarithms,
\[
x_{st} \leq x_{st} + x_{st},
\]

We have using (16) that
\[
\frac{B_{i,j}(r + 1)}{B_{i,j}(r + 1)} = \frac{B_{i,j}(r + 1)}{B_{i,j}(r + 1)} = \sum_{s} \frac{A_{i,s} B_{s}(r)}{B_{i,j}(r + 1)} = B_{i,j}(r),
\]
and if \( S' \) and \( S'' \) are, respectively, the sets of indices \( S \) for which the summand on the right-hand side of (19) is positive or negative,
\[
0 \leq \sum_{s \in S'} \frac{A_{i,s} B_{s}(r)}{B_{i,j}(r + 1)} - \frac{A_{i,s} B_{s}(r)}{B_{i,j}(r + 1)} B_{i,j}(r) \leq (KC)^{-4n_0}
\]
using (17) and (18). Consequently, using (20) in (19) and iterating,
\[
\max_{i} B_{i,j}(r + 1) - \min_{i} B_{i,j}(r + 1)
\]
\[
\leq (1 - (KC)^{-4n_0}) \left( \max_{i} B_{i,j}(r) - \min_{i} B_{i,j}(r) \right)
\]
\[
\leq (1 - (KC)^{-4n_0}) \left( \max_{i} B_{i,j}(1) - \min_{i} B_{i,j}(1) \right)
\]
\[
\leq (1 - (KC)^{-4n_0})^r
\]
from which the result of the lemma follows.

Now we resume the proof of Theorem 1. In order to establish (5) we begin by noting that
\[
x_{st} = -\log(n_0^{r} Y^{n_0 + 1})_{i,j}, s < t
\]
is a subadditive process. Subadditivity follows since for \( s < u < t \),
\[
(n_0^{r} Y^{n_0 + 1})_{i,j} = \sum_{k=1}^{K} (n_0^{r} Y^{n_0 + 1})_{i,k} (n_0^{u} Y^{n_0 + 1})_{i,j}
\]
\[
\geq (n_0^{r} Y^{n_0 + 1})_{i,j} (n_0^{u} Y^{n_0 + 1})_{i,j}
\]
and, upon taking logarithms,
\[
x_{st} \leq x_{su} + x_{ut}.\]
Furthermore,
\[ -Ex_{0t} = E \log \left( n \cdot Y^{1} \right)_{11} \leq E \log \left( n \cdot Y^{1} \right)_{11} \]
so that
\[ \inf_{n > 0} n^{-1}Ex_{0n} \geq -n_0 E \log \| X_i \| > -\infty, \]
and, since \( E \| \log M(X_i) \| < \infty \), we have from (23) that
\[ \lim \inf n^{-1} \log \left( n + 2n_0 Y^{1} \right) i_j \geq \log \lambda \quad \text{a.s.} \]

Similarly, the inequality
\[ \left( n + 2n_0 Y^{1} \right)_{11} \geq \left( n + 2n_0 Y^{1} + n_0 + 1 \right) i_j \left( n + n_0 Y^{n+1} \right) i_j \]
with \( n > n_0 \) together with (5) for \( i = j = 1 \) and stationarity leads to
\[ \log \lambda \geq \lim \sup n^{-1} \log \left( n Y^{1} \right) i_j \quad \text{a.s.} \]

and hence (5) follows.

Now for the proof of the central limit result (8) it is convenient to use Theorem 7.7, p. 223 of Hall and Heyde (1980). Consequently, we shall begin by showing that their result on convergence to normality can be strengthened to mixing convergence.

Following the notation of Theorem 7.7 and its proof we have that \( \{X_t\} \) is a subadditive process and there is a stationary uniform mixing process \( \{Y_{ik}\} \) such that
\[ x_{it} = y_{it} + z_{it} \]
where \( Y_{it} = \sum_{j=1}^{n_0+k} y_{it} \) and \( z_{it} = \sum_{j=n_0+k+1}^{n+k} m(X_j) \),

using Lemma 2’ and (A2). Then taking logarithms and recalling that \( E \| \log M(X_i) \| < \infty \), we find that
\[ \lim_{n \to \infty} n^{-1} \log \left( Y^{1} \right)_{11} = \lim_{t \to \infty} (n_0 t)^{-1} \log \left( n \cdot Y^{1} \right)_{11} = \log \lambda \quad \text{a.s.} \]

To deal with other values of \( i, j \) note that
\[ \left( n + 2n_0 Y^{1} \right) i_j \geq \left( n + 2n_0 Y^{1} + n_0 + 1 \right) i_j \left( n + n_0 Y^{n+1} \right) i_j \]
each term on the right-hand side being positive for \( n > n_0 \) in view of (A1) while (5) for \( i = j = 1 \) and stationarity give
\[ \lim_{n \to \infty} n^{-1} \log \left( n + n_0 Y^{n+1} \right) i_j = \log \lambda \quad \text{a.s.} \]
Now suppose that \( E_k \) belongs to the \( \sigma \)-field generated by \( y_0, \ldots, y_k \) and \( P(E_k) > 0 \). Then, with \( \varepsilon > 0 \) and writing

\[ F_t = \left( (\sigma^2)^{-1/2} \sum_{i=0}^{t \lfloor t/\gamma \rfloor} y_i \right) \]

where \( \lfloor x \rfloor \) is the integer part of \( x \), while \( \bar{F}_t \) denotes the complement of \( F_t \), we have that

\[
P((\sigma^2)^{-1/2}(y_{0t} - ty) \leq x \mid E_k)
\]

has the same limit behaviour as

\[
P((\sigma^2)^{-1/2}(y_{0t} - ty) \leq x, F_t \mid E_k),
\]

since

\[
P(\bar{F}_t \mid E_k) \leq E \left( \sum_{i=0}^{t \lfloor t/\gamma \rfloor} y_i \right)^2 / (\sigma^2) P(E_k) \to 0
\]
as \( t \to \infty \). But,

\[
P \left( (\sigma^2)^{-1/2} \left( \sum_{i=0}^{t \lfloor t/\gamma \rfloor} y_i \right) - ty \right) \leq x - \varepsilon \mid E_k)
\]

\[\leq P((\sigma^2)^{-1/2}(y_{0t} - ty) \leq x, F_t \mid E_k)
\]

\[\leq P \left( (\sigma^2)^{-1/2} \left( \sum_{i=0}^{t \lfloor t/\gamma \rfloor} y_i \right) - ty \right) \leq x + \varepsilon \mid E_k)
\]

and, since \( \{ y_i \} \) is uniform mixing and \( k \) is fixed, \( \sum_{i=0}^{t \lfloor t/\gamma \rfloor} y_i \) and \( E_k \) are asymptotically independent as \( t \to \infty \) and

\[
\Phi(x - \varepsilon) \leq \lim \inf_{t \to \infty} P((\sigma^2)^{-1/2}(y_{0t} - ty) \leq x, F_t \mid E_k)
\]

\[\leq \lim \sup_{t \to \infty} P((\sigma^2)^{-1/2}(y_{0t} - ty) \leq x, F_t \mid E_k) \leq \Phi(x + \varepsilon),
\]

where \( \Phi \) is the distribution function of the unit normal law. Since \( \Phi(x) \) is continuous in \( x \) and \( \varepsilon \) can be chosen arbitrarily small we have that

\[
\lim_{t \to \infty} P((\sigma^2)^{-1/2}(y_{0t} - ty) \leq x \mid E_k) = \Phi(x)
\]

and this establishes the required mixing property using the general criterion of Rényi and Révész (1958).

Next we proceed to check the conditions of Theorem 7.7 of Hall and Heyde (1980) in relation to the subadditive process

\[ x_{st} = \{ -\log(n^{s}Y^{n_{s}+1}t) \}_s, s < t \].

We have

\[
\frac{(\sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i)}{\sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3} \leq (KC)^{2n} KM(n^{s}Y^{n_{s}+1}t),
\]

using Lemma 2' and (A2). Similarly, for a lower bound we have

\[
\frac{(\sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3)}{\sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i} \geq (KC)^{-2n} m(n^{s}Y^{n_{s}+1}t)
\]

and thus

\[
|\log(n^{s}Y^{n_{s}+1}t)_i| / \sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i \mid = |x_{ot} - x_{ot}| \leq |\log M(n^{s}Y^{n_{s}+1}t) + 3n_0 \log KC
\]

which provides the boundedness condition (7.55) of Hall and Heyde, since \( E \log M(X_i) \leq \infty \) ensures that

\[
E |\log M(n^{s}Y^{n_{s}+1}t)|^3 \leq 2(\log K)^3 + 2E |\log M(X_n) + \cdots + \log M(X_i)|^3
\]

\[\leq 2(\log K)^3 + n_{0}2n E |\log M(X_i)|^3 < \infty.
\]

To deal with condition (7.56) we first observe that

\[
\frac{(\sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3)}{\sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3} = \alpha_n + \beta_n,
\]

where

\[
\alpha_n = \sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i / \sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3
\]

and

\[
\beta_n = \sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3 / \sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3
\]

and hence

\[
\lim_{t \to \infty} \frac{(\sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3)}{\sum_{i=1}^K (n^{s}Y^{n_{s}+1}t)_i^3} = \alpha_n + \beta_n.
\]
Now, using Lemma 2' we have

$$\beta_n = \sum_{i=1}^{n} \sum_{j=1}^{n} \left( (n+m)n_{n_0} y^{n_0 + 1} \right)_{ij} \left( \left( \frac{n_{n_0} y^{n_0 + 1}}{y^{n_0 + 1}} \right)^{ij} \right)_{ij} \left( \left( \frac{n_{n_0} y^{n_0 + 1}}{y^{n_0 + 1}} \right)^{ij} \right)_{ij} \left( \left( \frac{n_{n_0} y^{n_0 + 1}}{y^{n_0 + 1}} \right)^{ij} \right)_{ij}$$

Also, using Lemmas 2' and 3' we have for $n \geq 4$,

$$\left| \beta_n \right| \leq R_{(n-2)n_0} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( (n+m)n_{n_0} y^{n_0 + 1} \right)_{ij} \left( \left( \frac{n_{n_0} y^{n_0 + 1}}{y^{n_0 + 1}} \right)^{ij} \right)_{ij} \leq R_{(n-2)n_0} K(KC)^{-2n_0 (n_0 Y^1)}.$$  (25)

Then, from (25) and (26),

$$\left| \beta_n \right| / \alpha_n \leq (KC)^{-2n_0 + 1} R_{(n-2)n_0}$$

and, since

$$\log(\alpha_n + \beta_n) = \log \alpha_n + \log(1 + \beta_n / \alpha_n) = \log \alpha_n + O(\beta_n / \alpha_n)$$

as $n \to \infty$ we have

$$X_{o,m+n} - x_{1,m+n} = -\log \left( \left( \begin{array}{c} (n+m)n_0 y^{n_0 + 1} \\ (n+m)n_0 y^{n_0 + 1} \\ (n+m)n_0 y^{n_0 + 1} \\ \end{array} \right) \right)_{ij} = -\log \alpha_n + O(R_{n_0})$$

uniformly in $m$ and points $\omega$ of the underlying probability space.

Since $\log \alpha_n$ is $\mathcal{F}_{n_0}^{\infty}$-measurable, we have from (27) that

$$(x_{o} - x_{1}) - E(x_{o} - x_{1} | \mathcal{F}_{n_0}^{\infty}) = 0, \quad t \leq n_{n_0}$$

and hence

$$a' Y_t = a'(Y^1) Y_0$$

satisfies

$$(KC)^{-2n_0 (Y^1)}_{ij} (1')^a(a' Y_0) \leq a' Y_t \leq K(KC)^{2n_0 (Y^1)}_{ij} (1')^a(a' Y_0).$$

Using (31), the result of Theorem 2 is then immediate from Theorem 1.

Proof of Theorem 2. From Lemma 2' we have for $t \geq n_{n_0}$,

$$(KC)^{-2n_0} (Y^1)_{ij} (1')^a(a' Y_0) \leq a' Y_t \leq (KC)^{2n_0 (Y^1)}_{ij} (1')^a(a' Y_0).$$

and hence

$$a' Y_t = a'(Y^1) Y_0$$

satisfies

$$(KC)^{-2n_0 (Y^1)}_{ij} (1')^a(a' Y_0) \leq a' Y_t \leq K(KC)^{2n_0 (Y^1)}_{ij} (1')^a(a' Y_0).$$

Using (31), the result of Theorem 2 is then immediate from Theorem 1.

The result of Theorem 3 is based on the following proposition which is of independent interest.

Proposition 1. Let $\{Z_i\}$ be a stationary uniform mixing process with $EZ_1 = 0$, $EZ_1^2 < \infty$, and write $S_n = \sum_{i=1}^{n} Z_i$. Suppose that $n^{-1}ES_n^{1/2} \to \sigma^2$ and $n^{-1/2}E |S_n| \to \sigma(2/\pi)^{1/2}$, $0 \leq \sigma < \infty$, as $n \to \infty$. Then, for a sequence $\{a_n\}$ of
positive constants, \( b_n^{-1} \sum_{i=1}^{n} i^{-1/2} a_i |S_i| \), where \( b_n = \sum_{i=1}^{n} a_i \) is a consistent estimator of \( \sigma^2/n \) if the following three conditions are satisfied:

(i) \( a(n) = b_n^{-1} \max_{1 < i < n} a_i \to 0 \) as \( n \to \infty \).

(ii) \( \beta(n) = b_n^{-2} \sum_{i=1}^{n} i^{-1/2} a_i \sum_{j=1}^{i-1} j^{-1/2} a_j \to 0 \) as \( n \to \infty \).

(iii) There exists \( p = p(n) < n \) with \( p(n) \uparrow \infty \) as \( n \to \infty \) such that

\[
\gamma(n) = b_n^{-2} p^{1/2} \sum_{i=p+1}^{n} i^{-1/2} a_i b_i \to 0, \quad \delta(n) = b_n^{-1} b_p \to 0
\]

as \( n \to \infty \). These conditions are satisfied, in particular, if \( a_i = i^{-1} \).

**Proof.** Since \( n^{-1/2} |S_n| \to \sigma(2/n)^{1/2} \) as \( n \to \infty \) we have from Kronecker's lemma (e.g., Hall and Heyde, 1980, p. 31) that

\[
b_n^{-1} \sum_{i=1}^{n} i^{-1/2} a_i E |S_i| \to \sigma(2/n)^{1/2}
\]

and hence we need to establish that

\[
b_n^{-1} \sum_{i=1}^{n} i^{-1/2} a_i (|S_i| - E |S_i|) \to 0
\]

which is accomplished by showing that

\[
b_n^{-2} E \left( \sum_{i=1}^{n} i^{-1/2} a_i (|S_i| - E |S_i|) \right)^2 \to 0 \tag{32}
\]

as \( n \to \infty \) when (i), (ii), and (iii) hold. Now

\[
E \left( \sum_{i=1}^{n} i^{-1/2} a_i (|S_i| - E |S_i|) \right)^2 = \sum_{i=1}^{n} i^{-1} a_i^2 E(|S_i| - E |S_i|)^2
\]

\[
+ 2 \sum_{i=2}^{n} i^{-1/2} a_i \sum_{j=1}^{i-1} j^{-1/2} a_j E(|S_i| - E |S_i|) E(|S_j| - E |S_j|) \tag{33}
\]

and since \( ES_n^2 = O(n) \) as \( n \to \infty \),

\[
b_n^{-2} \sum_{i=1}^{n} i^{-1/2} a_i^2 E(|S_i| - E |S_i|)^2 \to 0
\]

as \( n \to \infty \) using (i), so that (32) follows from (33) if

\[
b_n^{-2} \sum_{i=p+1}^{n} i^{-1/2} a_i \sum_{j=1}^{i-1} j^{-1/2} a_j (E |S_i| E |S_j| - E |S_i| E |S_j|) \to 0 \tag{34}
\]

as \( n \to \infty \).

Next we note that using stationarity we may write for \( i > j \),

\[
S_i = S_j + Z_{j+1} + \cdots + Z_i = S_j + S_{i-j},
\]

say, where \( S_{i-j} \) has the same distribution as \( S_i - S_j \). Then note that

\[
|E |S_j| S_{i-j} - E |S_j| E |S_{i-j}| + E |S_j| E |S_{i-j}| - E |S_{i-j}| |
\]

\[
\leq E |S_j| |S_{i-j}| E |S_{i-j}| - E |S_{i-j}| |
\]

\[
\leq ES_j + (E |S_j|)^2 \leq 2ES_j^2 = O(j)
\]

as \( j \to \infty \) and hence, using (ii), (34) may be replaced by establishing

\[
b_n^{-2} \sum_{i=p+1}^{n} i^{-1/2} a_i \sum_{j=1}^{i-1} j^{-1/2} a_j (E |S_j| E |S_{i-j}| - E |S_j| E |S_{i-j}|) \to 0 \tag{35}
\]

as \( n \to \infty \).

To deal with (35) we let \( p = p(n) < n \) be an integer with \( p(n) \uparrow \infty \) as \( n \to \infty \) and for \( p > 2 \) decompose (35) into the components summed over \( \sum_{i=p+1}^{n} \sum_{j=1}^{i-1} \sum_{i-j=p+1}^{i-1} \sum_{j=1}^{i-j-p} \) which will be denoted by \( I_1(n) \), \( I_2(n) \), and \( I_3(n) \), respectively. Using Schwarz' inequality,

\[
I_1(n) \leq b_n^{-2} \sum_{i=p+1}^{n} i^{-1/2} a_i \sum_{j=1}^{i-1} j^{-1/2} a_j (ES_{i-j}^2 |ES_{i-j}|)^{1/2}
\]

\[
= O \left( b_n^{-2} \sum_{i=p+1}^{n} a_i \sum_{j=1}^{i-1} a_j \right) = O(b_n^{-1} b_p^2) = o(1)
\]

as \( n \to \infty \) using (iii). Furthermore, since in the sum \( I_1(n) \) \( i \leq j + p \),

\[
I_1(n) = b_n^{-2} \sum_{i=p+1}^{n} i^{-1/2} a_i \sum_{j=1}^{i-1} j^{-1/2} a_j (ES_{i-j}^2 |ES_{i-j}|)^{1/2}
\]

\[
= O \left( b_n^{-2} p^{1/2} \sum_{i=p+1}^{n} i^{-1/2} a_i \sum_{j=1}^{i-p} a_j \right) = o(1)
\]

as \( n \to \infty \) also using (iii).
Finally, for $i > j + p$ we have
\[ S^*_{i-j} = Z_{j+1} + \cdots + Z_{j+p} + Z_{j+p+1} + \cdots + Z_i = S'_p + S'_{i-j-p}, \]
say, where $S'_p$ and $S'_{i-j-p}$ have, respectively, the distributions of $S_p$ and $S_{i-j-p}$. Then,
\[
|E[|S_i S^*_{i-j} - E[S_j E[S^*_{i-j}]]|
\leq |E[|S_i S^*_{i-j} - E[S_j E[S^*_{i-j}]]| + E[E[S_j E[S^*_{i-j}]]] - E[S_j E[S^*_{i-j}]]|
\]
\[
\leq |E[S_i] E[|S^*_{i-j} - E[S_{i-j}]] + E[E[S_j E[S^*_{i-j}]] - E[S_j E[S^*_{i-j}]]|
\]
\[
\]  

(36)

Furthermore, the stationary sequence $\{Z_i\}$ is uniform mixing so that, using a well-known mixing inequality (e.g., Theorem (A.6), p. 278 of Hall and Heyde, 1980),
\[
|E[S_i S^*_{i-j} - E[S_j E[S^*_{i-j}]]| = O((jp)^{1/2} + |\phi(p) j(i-j-p))^{1/2})
\]  

(37)

so that
\[
I_s(n) = b_n^{-2} \sum_{i=p+1}^{n} i^{-1/2} a_i \sum_{j=1}^{\lfloor (1-j)/p \rfloor} j^{-1/2} a_j |E[S_i S^*_{i-j} - E[S_j E[S^*_{i-j}]]| = O((jp)^{1/2} + |\phi(p) j(i-j-p))^{1/2})
\]

as $n \to \infty$ in view of (iii) and the uniform mixing property. This completes the proof of (35) and hence that of Proposition 1. Note that (ii) does not hold for $a_i = i^n, \alpha > 1$, while if $a_i = i^{-1}$,
\[
\alpha(n) = O((log n)^{-1}), \quad \beta(n) = O((log n)^{-1})
\]
\[
y(n) = O((log p(log n)^{-1}) \leq O((log n)^{-1}), \quad \delta(n) = O((log p)^2 (log n)^{-1})
\]

as $n \to \infty$.

Remarks (i) A more obvious estimator of $\sigma^2$ of the form $b_n^{-2} \sum_{i=1}^{n} i^{-1} a_i S_i^2$ is not adequate for the purposes of this paper. Consistency will be destroyed in the transition from additive processes to subadditive processes necessary for Theorem 3.
(ii) The estimator $n^{-1} \sum_{i=1}^{n} i^{-1} S_i^2$ obtained by setting $a_i = 1, i \geq 1$ in the expression discussed in (i) is not consistent for $\sigma^2$. Indeed, in the case where the $Z_i$ are independent and normally distributed with mean 0 and variance $\sigma^2$, $\text{var}(n^{-1} \sum_{i=1}^{n} i^{-1} S_i^2) \to \sigma^4$ as $n \to \infty$.

Proof of Theorem 3. As in the proof of Theorem 1 we let
\[
x_{st} = -\log(n^a t^{\alpha}_{\lambda} n^{-a+1})_{11}, \quad s < t,
\]
and then using the decomposition theorem for subadditive processes (e.g., Theorem 7.6, p. 216 of Hall and Heyde, 1980) decompose $x_{st}$ into
\[
x_{st} = y_{st} + z_{st}, \quad (38)
\]
where $\{y_{st}, s < t\}$ is an additive process with
\[
E[y_{st}] = -n^a t^{\alpha}_{\lambda} \log \lambda = t \lim_{u \to \infty} u^{-1} E x_{au}
\]
and $\{z_{st}, s < t\}$ is a nonnegative subadditive process with
\[
\lim_{t \to \infty} t^{-1} E x_{st} = 0.
\]

As indicated in the proof of Theorem 7.7 of Hall and Heyde (1980) we may, under the conditions (5), (6), (7) choose $y_{st} = \sum^t_{j=s} y_j$, where $\{y_j\}$ is stationary, uniform mixing, and satisfies
\[
t^{-1/2} E \{y_{st} + n^a t^{\alpha}_{\lambda} \log \lambda \} \to (2n^a \sigma^2/\pi)^{1/2}, t^{-1} E(y_{st} + n^a t^{\alpha}_{\lambda} \log \lambda)^2 \to n^a \sigma^4
\]
as $t \to \infty$. 

Using Proposition 1 we have

\[(\log t)^{-1} \sum_{i=1}^{t} i^{-3/2} |y_{t,i} + n_{t} \log \lambda| \xrightarrow{P} (2n_{t} \sigma^{2}/\pi)^{1/2}\]

as \(t \to \infty\). Also, from the proof of Theorem 1 we have

\[t^{-3/2} E z_{t} = t^{-3/2}(E x_{t} + n_{t} \log \lambda) \to 0\]

as \(t \to \infty\) and hence

\[(\log t)^{-1} \sum_{i=1}^{t} i^{-3/2} E z_{t,i} \xrightarrow{P} 0\]

which implies

\[(\log t)^{-1} \sum_{i=1}^{t} i^{-3/2} z_{t,i} \xrightarrow{P} 0\]

as \(t \to \infty\). Combining (39) and (40) then gives, in view of (38),

\[(\log t)^{-1} \sum_{i=1}^{t} i^{-3/2} |x_{t,i} + n_{t} \log \lambda| \xrightarrow{P} (2n_{t} \sigma^{2}/\pi)^{1/2}\]

as \(t \to \infty\).

Furthermore, from (22) we deduce the existence of a finite constant \(A\) such that for \(0 \leq k < n_{t}\)

\[E|\log^{(i_{n} + k}Y')_{11} - \log^{(i}Y')_{11} - k \log \lambda| < A < \infty\]

and then

\[(\log t)^{-1} \sum_{i=1}^{t} \sum_{k=0}^{n_{t}-1} i^{-3/2} |\log^{(i_{n} + k}Y')_{11} - \log^{(i}Y')_{11} - k \log \lambda| \xrightarrow{P} 0\]

as \(t \to \infty\).

Finally, we have from Theorem 2 that

\[(t^{1/2} \log t)^{-1} (\log Z - t \log \lambda) \xrightarrow{P} 0\]

as \(t \to \infty\) and hence

\[(\log t)^{-1} \sum_{i=1}^{t} i^{-3/2} |\log Z - i \log \lambda| \xrightarrow{P} \sigma^{2}/\pi^{1/2}\]

as \(t \to \infty\) follows from (43). This completes the proof of Theorem 3.

4. Finite-Sample Estimators

This section considers the problems of estimating \(\log \lambda\) and \(\sigma\) given a finite set of data. Recall that \(\{Y_{i}, t = 0, 1, 2, \ldots\}\) is a time-series or sample path of \(K\)-dimensional vectors generated by (1). Each vector \(Y_{t}\) corresponds to a population census by age. \(Z_{t} = a'Y_{t}\) is a nonzero nonnegative linear functional of \(Y_{t}\), e.g., the total population size, or the number of individuals in any age class or set of age classes, or in an economic context, if \(a\) is the
vector of labor force participation rates, the size of the labor force at time $t$. Suppose one is given $T$ consecutive data points $Z_{t_0+1}, \ldots, Z_{t_0+T}$, and $t_0$ is unknown.

The estimator (11) for $log \lambda$ apparently fails to use most of the data. Both estimators (11) and (12) give a privileged role to $Z_{t_0+1}$, and (11) also gives a privileged role to $Z_{t_0+T}$. It is clear from Theorem 2 that for large $T$,

$$(T-1)^{-1}(log Z_{t_0+T} - log Z_{t_0+1})$$

is a consistent estimator of $log \lambda$, and similarly from Theorem 3 that for large $T$

$$(\pi/2)^{1/2}[log(T-1)]^{-1} \sum_{i=1}^{T-1} i^{-3/2} [log Z_{t_0+i+1} - log Z_{t_0+i} - i log \lambda]$$

is a consistent estimator of $\sigma$. Intuitively, one might hope that some averaging of such consistent estimators might produce estimators with lower finite-sample variance than those of the estimators (11) and (12). The numerical results to be presented in this section show that, at least for the example considered, this intuition fails for (11) but appears to be correct for (12).

For numerical investigations of possible estimators of $log \lambda$ and $\sigma$, a time series of 1000 values $W_t = log Z_t$, $t = 1, \ldots, 1000$ was constructed as follows. For all $t$, $X$ was taken to be a $15 \times 15$ matrix with all elements equal to 0 except

$$x_{1, i} = 17,500, \quad x_{1, j} = 85,000, \quad x_{1, 15} = 175,000$$

$$x_{2, 1} = 265,000, \quad x_{2, 4} = 340,000, \quad x_{2, 9} = 450,000$$

$$x_{3, 6} = 500,000, \quad x_{3, 11} = 600,000, \quad x_{3, 12} = 750,000$$

$$x_{4, 12} = 900,000, \quad x_{4, 14} = 1,050,000, \quad x_{4, 15} = 1,200,000$$

$$x_{1, 14} = 0.5, \quad i = 2, \ldots, 14,$$

and the values of $x_{2, 1}$ were chosen independently over time with probability $1/11$ from the following list of 13 numbers:

$$2.98 \times 10^{-7}, 3.23 \times 10^{-3}, 1.59 \times 10^{-5}, 4.5 \times 10^{-6}, 7.39 \times 10^{-6}, 5.74 \times 10^{-6}, 2.13 \times 10^{-3}, 8.32 \times 10^{-6}, 5.84 \times 10^{-6}, 3.21 \times 10^{-3}, 9.82 \times 10^{-6}, 1.08 \times 10^{-5}, 7.05 \times 10^{-6}.$$

These numerical values define one version of the striped bass population model of Cohen, Christensen, and Goodyear (1983), which is described briefly in the next section. Computations were carried out in BASIC on a Tektronix 4052 desk-top computer.

An initial vector $Y_{-100}$ was defined to have all 15 elements equal to 1. One hundred random matrices $X_t$, $t = -99, -98, \ldots, 0$ were generated as just described and vector $Y_0$ was computed according to (1). The purpose of the procedure so far was to eliminate from $Y_0$ any effects of the inevitably arbitrary choice of $Y_{-100}$. Then another 1000 random matrices $X_t$, $t = 1, 2, \ldots, 1000$ were generated as above, $Y$ was again computed from (1), and $W_t = log Y_t$, $t = 1, \ldots, 1000$ were recorded for future analysis. In terms of the population model, $W_t$ is the logarithm of total population size, but the scale has no meaning.

Let $G = T - 1$ be the “gap” between the epoch $t_0 + 1$ of the first data point in the sample and the epoch $t_0 + T$ of the last data point. Values of $G$ were chosen to cover the range likely to be observed in biological applications: $G = 3, 9, 27, 81$. For each $G$, and for all $t_0 = 0, 1, 2, \ldots, 1000 - T$, nine estimators $L_i$, $i = 1, \ldots, 9$ of $log \lambda$ and four estimators $D_i$, $i = 1, \ldots, 4$ of $\sigma$ were computed:

$$L_1(G, t_0) = (W_{t_0+G+1} - W_{t_0+1})/G,$$

$$L_2(G, t_0) = \left(\frac{1}{2}\right)[L_1(G, t_0) + (W_{t_0+G+1} - W_{t_0+2})/(G - 1)],$$

$$L_3(G, t_0) = \left(\frac{1}{2}\right)[2L_2(G, t_0) + (W_{t_0+G+1} - W_{t_0+3})/(G - 1)],$$

$$L_4(G, t_0) = \left(\frac{1}{2}\right)[3L_3(G, t_0) + (W_{t_0+G+1} - W_{t_0+4})/(G - 2)],$$

$$L_5(G, t_0) = \left(\frac{1}{2}\right)[4L_4(G, t_0) + (W_{t_0+G+1} + W_{t_0+G+2} - W_{t_0+3} - W_{t_0+1})/(G - 1)],$$

$$L_6(G, t_0) = \left(\frac{1}{2}\right)[L_5(G, t_0) + (W_{t_0+G+1} + W_{t_0+G+2} - W_{t_0+3} - W_{t_0+1})/(G - 2)],$$

$$L_7(G, t_0) = \left(\frac{1}{2}\right)[2L_6(G, t_0) + (W_{t_0+G+1} + W_{t_0+G+2})/(G - 2)],$$

$$L_8(G, t_0) = \left(\frac{1}{2}\right)[L_7(G, t_0) + (W_{t_0+G+1} + W_{t_0+G+2})/(G - 1)],$$

$$D_1(G, t_0) = \left(\frac{\pi}{2}\right)^{1/2}[log G]^{-1} \sum_{j=1}^{G} j^{-3/2}[W_{t_0+j+1} - W_{t_0+1} - jL_1(G, t_0)],$$

$$D_2(G, t_0) = \left(\frac{\pi}{2}\right)^{1/2}[log G]^{-1} \sum_{j=1}^{G} j^{-3/2}[W_{t_0+j+1} - W_{t_0+1} - jL_2(G, t_0)],$$

$$D_3(G, t_0) = \left(\frac{\pi}{2}\right)^{1/2}[log G]^{-1} \sum_{j=1}^{G} j^{-3/2}[W_{t_0+j+1} - W_{t_0+1} - jL_3(G, t_0)],$$

$$D_4(G, t_0) = \left(\frac{\pi}{2}\right)^{1/2}[log G]^{-1} \sum_{j=1}^{G} j^{-3/2}[W_{t_0+j+1} - W_{t_0+1} - jL_4(G, t_0)].$$

$L_1$ is identical to the estimator of $log \lambda$ in (11). $L_2$, $L_3$, and $L_4$ average increasing numbers of pairs of points. $L_5$ and $L_6$ are two other plausible ways of weighting the same pairs of data points that are used in
$L_3$; similarly $L_8$ and $L_9$ are two other ways of weighting the pairs of data points used in $L_4$.

$D_1$ and $D_2$ are identical to the estimator of $\sigma$ in (12) but use, respectively, $L_1$ and $L_3$ as the estimator of $\log \lambda$. $D_1$ and $D_4$ use, loosely speaking, two initial epochs $t_0$ and $t_0 + 1$, with $D_3$ based on $L_1$ and $D_5$ based on $L_5$.

The means and standard deviations for each estimator and each value of $G$ were computed, for $i = 1, 2, \ldots, 9$, according to

$$M(L_i(G)) = \sum_{t_0=0}^{1000-G-1} L_i(G, t_0)/(1000 - G),$$

$$S(L_i(G)) = \left( \sum_{t_0=0}^{1000-G-1} (L_i(G, t_0) - M(L_i(G)))^2/(1000 - G) \right)^{1/2},$$

and similarly for $D_i$, $i = 1, 2, 3, 4$. Table 1 gives the results.

According to Table 1, for every value of $G$, except $G = 81$, the estimator of $\log \lambda$ with the smallest standard deviation is $L_1$. For $G = 81$, the standard deviation of $L_3$ is slightly smaller than that of $L_1$. That $L_1$ has the smallest deviation is consistent with the asymptotic result in the remark following Theorem 2, but still surprisingly because $L_1$ is based on only one pair of data points. We recommend $L_1$ as the best among the estimators of $\log \lambda$ that we have considered.

For values of $G$ greater than 3, the estimator of $\sigma$ with the smallest standard deviation is $D_3$. For every $G$ considered, the mean value of $D_3$ is never the largest or the smallest of the means of the four estimators of $\sigma$. We recommend $D_3$ as the best among the estimators of $\sigma$ that we have considered.

It is possible to supply some heuristics to suggest why $S(D_3) < S(D_1)$ is not uncommon. Write

$$D_3(G - 1, t_0 + 1) = D_3^*, \quad D_3(G, t_0) = D_3, \quad i = 1, 3.$$

Then $S(D_3) < S(D_1)$ means

$$\frac{1}{2} |S^2(D_3) + S^2(D_3^*) + 2\rho S(D_3) S(D_3^*)| \leq S^2(D_1). \tag{44}$$

where $\rho$ denotes the correlation between $D_3$ and $D_3^*$. Clearly $\rho$ will be positive and close to one. Now the inequality (44) holds if and only if

$$S(D_3^*) \leq [(3 + \rho^2)^{1/2} - \rho] S(D_3). \tag{45}$$

As $G$ increases, $\rho \to 1$. For $G$ within the range to be expected in biological problems we have $\rho < 1$ and $(3 + \rho^2)^{1/2} - \rho > 1$ while $S(D_3^*)$ and $S(D_3)$ are likely to be around the same value. This suggests that (45) should hold more often than not, implying $S(D_3) \leq S(D_1)$ is more likely than $S(D_3) > S(D_1)$.

The last part of Theorem 2, which describes a convergence in distribution to a normal law, suggests that the relationship between $S(L_i(G))$, the standard deviation of $L_i(G)$, and $\sigma$, which is estimated by $M(D_i(G))$, would be, for large $G$,

$$S(L_i(G)) \approx \sigma G^{1/2} \approx M(D_i(G)) G^{-1/2}.$$

Consequently, for large $G$, the ratio $M(D_i(G)) G^{1/2}/S(L_i(G))$ should
approximate to 1, a result which can be rigorously established via the apparatus of the proof of Theorem 1. For $G = 3, 9, 27,$ and $81,$ this ratio is $0.75, 1.25, 1.30,$ and $1.23$ according to the values of $M(D_1(G))$ and $S(L_1(G))$ given in Table I. None of these ratios is very far from 1, but even for $G = 81,$ the ratio 1.23 differs from 1 enough to suggest that $L_1(81, t_0)$ is still some distance from normality.

We have carried out the same numerical analysis of another example, not to be reported here, and obtained qualitatively similar results. Unfortunately, theory which could determine how general these conclusions are does not seem to be presently available.

In summary, for $\log \lambda,$ the simplest estimator (11) has the smallest variance in this numerical example. For $\sigma,$ one can reduce the variance of the estimator (12) by averaging over two initial epochs $t_0 + 1$ and $t_0 + 2,$ using (11) for $\log \lambda,$ as in $D_1.$

5. Striped Bass in the Potomac River

The Potomac River, which flows into the Chesapeake Bay on the east coast of the United States, has along its shores breeding sites of the striped bass ($\textit{Morone saxatilis}$), an important sporting and commercial fish. The Maryland Department of Natural Resources has conducted annually a standardized seining procedure which has yielded the time series shown in Table II. The data for Chesapeake sites other than along the Potomac River are analysed by Goodyear, Cohen, and Christensen (in press). The numbers give the average number of fingerling striped bass caught per beach seine haul. These numbers are interpreted as the second element of the vector $Y_1.$ The first element corresponds to the striped bass eggs, which were not measured directly.

Before employing the estimators presented above, it is important to verify that the model for which these estimators were developed is appropriate to the data. Otherwise the results of using the estimators have little meaning.

Cohen, Christensen, and Goodyear (1983) derived estimates of the fecundity (female eggs laid per female) as a function of years of age of striped bass that are given as the elements of the first row of the matrix $X$ in the previous section. Since the first age class corresponds to eggs, $x_{1,4} = 17,500$ is the effective fecundity of a 3-year-old female striped bass, for example.

For the annual probability of survival of a striped bass of age one year or more, Cohen et al. considered a range of values, one of which was 0.5. Goodyear et al. considered a wider range of post-egg survival probabilities and a refinement in the assumption of constant post-egg survival.

Using the fixed matrix elements (all but $x_{1,1}$) given in the previous section

<table>
<thead>
<tr>
<th>Year</th>
<th>Young of year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1954</td>
<td>5.2</td>
</tr>
<tr>
<td>1955</td>
<td>5.7</td>
</tr>
<tr>
<td>1956</td>
<td>6.2</td>
</tr>
<tr>
<td>1957</td>
<td>2.6</td>
</tr>
<tr>
<td>1958</td>
<td>8.4</td>
</tr>
<tr>
<td>1959</td>
<td>1.6</td>
</tr>
<tr>
<td>1960</td>
<td>4.3</td>
</tr>
<tr>
<td>1961</td>
<td>25.7</td>
</tr>
<tr>
<td>1962</td>
<td>19.7</td>
</tr>
<tr>
<td>1963</td>
<td>1.1</td>
</tr>
<tr>
<td>1964</td>
<td>29.2</td>
</tr>
<tr>
<td>1965</td>
<td>3.4</td>
</tr>
<tr>
<td>1966</td>
<td>10.5</td>
</tr>
<tr>
<td>1967</td>
<td>1.9</td>
</tr>
<tr>
<td>1968</td>
<td>0.7</td>
</tr>
<tr>
<td>1969</td>
<td>0.2</td>
</tr>
<tr>
<td>1970</td>
<td>20.1</td>
</tr>
<tr>
<td>1971</td>
<td>8.5</td>
</tr>
<tr>
<td>1972</td>
<td>1.8</td>
</tr>
<tr>
<td>1973</td>
<td>2.1</td>
</tr>
<tr>
<td>1974</td>
<td>1.5</td>
</tr>
<tr>
<td>1975</td>
<td>7.7</td>
</tr>
<tr>
<td>1976</td>
<td>3.2</td>
</tr>
<tr>
<td>1977</td>
<td>1.9</td>
</tr>
<tr>
<td>1978</td>
<td>7.9</td>
</tr>
<tr>
<td>1979</td>
<td>2.1</td>
</tr>
<tr>
<td>1980</td>
<td>2.3</td>
</tr>
<tr>
<td>1981</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Note: Based on annual surveys conducted by the Maryland Department of Natural Resources (from Cohen et al., 1983).

* Young of year $t$ is taken as an index of the number of 1-year-old female fish at the time of the spawning season in calendar year $t + 1.$ Thus the average catch of 2.3 individuals in 1980 indexes the 1-year-old female population in 1981. Data courtesy of Maryland Department of Natural Resources (R. Florence).
and the time series of 1-year-olds given in Table II. Cohen et al. obtained 13 estimates for the annual probability of survival of eggs, which were given in the previous section as the values for $x_{2,1}$. Their detailed analysis of these values of $x_{2,1}$ failed to reject the hypothesis that they were independently and identically distributed. Other assumptions of the model (1), such as the absence of density dependence, were also discussed and justified. The neglect of demographic fluctuations in the numbers of births and deaths, conditional on the rates of fecundity and survival, is appropriate in view of the very large numbers of fish in the striped bass populations.

Cohen et al. adopted the model used in the previous section before the estimators and supporting theory presented here were available. Their estimator of log $\lambda$ (their Eq. (35)) is identical to our (11). However, they were not able to estimate $\sigma$.

Table III presents the results of using all the proposed estimators, taking $W_r$ as the logarithms of the data in Table II and $G = 27$, since there are 28 data points. According to $L_j$, the asymptotic growth rate of population size is $\log \lambda = -0.049$. According to $D_3$, $\sigma = 0.42$. Thus a 95% confidence interval for $\log \lambda$ is $-0.049 \pm (1.96)(0.42)/5.3 = -0.049 \pm 0.155$. The data are thus consistent with the possibility that the population is increasing, decreasing, or stationary in the long run, a conclusion also reached by Cohen et al.

Suppose that the data continued to be collected in the future and that the values of log $\lambda$ and $\sigma$ remained at the values presently observed. The number of years of observation that would be required to demonstrate at the 5% significance level that the population is declining is $(z_{0.05/2}/\log \lambda)^2 = 284$. By that time, assuming the stock of striped bass continued to decline at nearly 5% per year, there would hardly be any striped bass left to count.

The estimate of $\log \lambda = -0.083$ obtained from the simulation of 1,000 years (Table III) falls well within the 95% confidence interval estimated from the data. The 95% confidence interval estimated from the 1,000 simulation points is $-0.083 \pm 0.007$, which includes the estimate $\log \lambda = -0.086$ obtained by Cohen et al. from a simulation of 1,000 points independently programmed on another computer in another language. Thus the two simulations are consistent with each other and with the data.

Finally, supposing that no further information about the young of year becomes available after 1981, what is a 95% confidence interval for the young of year (average catch of fingerling striped bass per beach seine haul) in 1991?

Table III presents the results of using all the proposed estimators, taking $W_r$ as the logarithms of the data in Table II and $G = 27$, since there are 28 data points. According to $L_j$, the asymptotic growth rate of population size is $\log \lambda = -0.049$. According to $D_3$, $\sigma = 0.42$. Thus a 95% confidence interval for $\log \lambda$ is $-0.049 \pm (1.96)(0.42)/5.3 = -0.049 \pm 0.155$. The data are thus consistent with the possibility that the population is increasing, decreasing, or stationary in the long run, a conclusion also reached by Cohen et al.

Table III

<table>
<thead>
<tr>
<th>Striped bass data $(G = 27)$</th>
<th>Model simulation $(G = 999)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 28$</td>
<td></td>
</tr>
<tr>
<td>$L_1$</td>
<td>-0.048599</td>
</tr>
<tr>
<td>$L_2$</td>
<td>-0.051300</td>
</tr>
<tr>
<td>$L_3$</td>
<td>-0.044658</td>
</tr>
<tr>
<td>$L_4$</td>
<td>-0.042569</td>
</tr>
<tr>
<td>$L_5$</td>
<td>-0.044345</td>
</tr>
<tr>
<td>$L_6$</td>
<td>-0.045643</td>
</tr>
<tr>
<td>$L_7$</td>
<td>-0.044708</td>
</tr>
<tr>
<td>$L_8$</td>
<td>-0.042530</td>
</tr>
<tr>
<td>$L_9$</td>
<td>-0.042687</td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.387223</td>
</tr>
<tr>
<td>$D_2$</td>
<td>0.383206</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.421421</td>
</tr>
<tr>
<td>$D_4$</td>
<td>0.418728</td>
</tr>
<tr>
<td>$T = 1000$</td>
<td></td>
</tr>
</tbody>
</table>

Note: Since $G = T - 1$ in these calculations, only one value was obtained for each estimator.
Young of year (average number of individuals per beach seine haul) of Potomac striped bass observed from 1954 to 1981, and estimated 95% confidence intervals from 1982 to 1991. Observed values are logarithms of data in Table II.

Fig. 2. Young of year (average number of individuals per beach seine haul) of Potomac striped bass observed from 1954 to 1981, and estimated 95% confidence intervals from 1982 to 1991. Observed values are the data in Table II.

1991. Figure 2 gives the observed mean number of fingerlings per beach seine haul and projected confidence intervals.

While the observed annual means fluctuate between 0 and 30 fingerlings per beach seine haul, the projected confidence intervals expand rapidly. Ten years in the future, the confidence intervals include, with low probability, fingerling numbers that have not been seen since 1954 at least.

These wide confidence intervals result from the conjunction of the data, our model of the population dynamics (based on stationary ergodic products of random nonnegative matrices), and the statistical estimators of $\log \lambda$ and $\sigma$ derived here. If one accepts the data and the model as defensible, one can interpret the width of the projected confidence intervals in two ways.

First, the confidence intervals may be so wide because our estimator of $\sigma$ gives numerical values that are too large. Research in progress indicates that estimators, based on time-series methods, that are quadratic functions of the data may estimate $\sigma$ more efficiently than the estimators proposed here. If improved estimators lower our estimates of $\sigma$, then the projected confidence intervals will also become narrower.

Second, if improved estimators do not substantially change our numerical estimates of $\sigma$, then the existing data and our model of population dynamics together may imply a very wide range of uncertainty about the numbers of fingerlings that can be anticipated even a few years in the future. In this case, both commercial planners and governmental managers of resources would do better to face this great uncertainty squarely than to be surprised constantly by unanticipated fluctuations.
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